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Abstract: GIAO-B3LYP computations of 59Co NMR chemical shifts are reported for CoH-

(CO)4, Co(CO)4
-, CoCp(C2H4)2, Co(CN)6

3-, Co(NH3)3(CN)3, Co(NH3)6
3+, Co(NH3)4(CO3)+,

Co(acac)3, and Co(H2O)6
3+, employing both static calculations for equilibrium geometries as

well as methods which include zero-point and classical thermal effects. The zero-point effects

were computed by applying a perturbational approach, and the classical thermal effects were

evaluated using Car-Parrinello molecular dynamics simulations. Both methods lead to a downfield

shift of δ(59Co) with respect to the equilibrium values, which can be attributed to a large extent

to cobalt-ligand bond elongation. In some cases the zero-point and classical thermal corrections

improve the agreement between computed and experimental values, but especially for complexes

where the experimental NMR data were obtained in aqueous solution, the error increases

somewhat. Mean absolute deviations between averaged and experimental δ(59Co) values are

on the order of 500-760 ppm over a chemical shift range of almost 20 000 ppm. The computed

structures and properties of three Co2(CO)8 tautomers reproduce the experimental data very

well. Two transition states for interconversion of these tautormers were located: low barriers

are obtained, consistent with the observed fluxionality on the NMR time scale. Two model

cobaloximes were taken as test cases to study the change of δ(59Co) upon deuteration three

bonds away from the metal. The sizable downfield shift of δ(59Co) observed on going from H to

D is attributed to a changed vibrational wave function, which causes a noticeable cobalt-ligand

bond elongation.

Introduction
The59Co isotope had been prominent since the dawn of NMR
spectroscopy, because it was one of the first nuclei for which
the phenomenon of the chemical shift was observed.1 To
this day, the large chemical shift of this nucleus, on the order
of 20 000 ppm,2-4 together with rather favorable NMR
properties, make59Co NMR spectroscopy a highly sensitive
probe for the electronic structure, geometrical parameters,
and reactivities of cobalt complexes.5 In the surge of the
blossoming life sciences, interest in59Co NMR of Co-
containing biomolecules or model complexes thereof has

recently been renewed.6-9 Since the mid-1990s, the tools of
density functional theory (DFT) have successfully been
employed to calculate transition-metal chemical shifts,10-13

and the59Co nucleus has been an early target for such
computations.14-17 In these studies, which confirmed the
suitability of the B3LYP hybrid functional for chemical shift
calculations of transition metals,18 static computations were
performed for optimized or experimental geometries. Current
developments are directed to go beyond such a static picture
in order to account for the dynamic nature of matter, thereby
striving for an increase in the accuracy of theoretical NMR
parameters. Methods that have been successfully applied to
chemical shift calculations of lighter nuclei comprise solu-
tions of the nuclear Schro¨dinger equations,19 Quantum Monte
Carlo Calculations,20 perturbational zero-point corrections,21-24

and molecular dynamics (MD) simulations.25,26 The latter
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approach has also been used to evaluate solvent effects on
transition-metal chemical shifts.27-29

In two recent studies30,31we have assessed the performance
of the latter two methods, zero-point corrections and MD
simulation, for a large number of Ti, V, Mn, and Fe
complexes covering a total chemical shift range of ca. 4000
ppm. According to these systematic investigations, inclusion
of zero-point and classical thermal effects does not lead to
generally improved results but can afford more accurateδ-
(M) values in some cases. We now extend this systematic
investigation toδ(59Co) in order to test if the same conclu-
sions are valid for this nucleus with its very large chemical
shift range. For this purpose we have chosen a representative
set of inorganic and organometallic cobalt complexes, which
span almost 20 000 ppm inδ(59Co), thereby increasing the
range of chemical shifts covered so far by almost an order
of magnitude. In addition to this systematic performance test,
we report specific structural applications of59Co chemical
shift calculations. The first of these applications concerns
the dinuclear complex Co2(CO)8, a textbook example of a
fluxional carbonyl complex, which exists in the form of at
least two rapidly interconverting isomers in solution (see
Figure 1). NMR spectra are thus observed as a dynamic
average of the equilibrium mixture. If the isomers of this
mixture would differ considerably in theirδ(59Co) values,
sufficiently accurate computations of the latter could afford
information on the relative isomer population.

The second application is related to an intriguing isotope
effect in cobaloximes (see Figure 2). Asaro et al. have
investigated59Co chemical shifts in cobaloximes [MeCo-
(Hdmg)2py] (Hdmg) dimethylglyoximate, py) pyridine)7

and found that the substitution of the two bridging hydrogen
atoms by deuterium leads to a remarkably large change in

δ(59Co) (∆δ ≈ 50 ppm),32 even though this substitution takes
place three bonds away from the metal! This finding was
rationalized in terms of a secondary geometrical effect, in
which the fundamental vibrational wave function is modified,
such that the meanr(O‚‚‚D) distance becomes shorter than
r(O‚‚‚H), which, in turn, affects ther(O‚‚‚O) distance and,
ultimately ther(Co‚‚‚N) bond length. For a deeper analysis
of experimental results, we computed the vibrational aver-
aged geometries and NMR chemical shifts of cobaloximes
using the above-mentioned perturbational approach. Analysis
of respective anharmonic contributions to the zero-point
corrected geometries affords a deeper understanding of the
geometrical effects on the59Co chemical shifts of co-
baloximes. This case study of remote isotope effects is a
stringent test for the perturbational zero-point corrections, a
test which they are shown to pass.

Computational Methods
Geometries have been fully optimized employing the gradi-
ent-corrected exchange-correlation functionals of Becke33 and
Perdew,34,35 denoted BP86, together with a fine integration
grid (75 radial shells with 302 angular points per shell). For
the optimization we employed basis AE1, that is, Wachters’
all-electron basis augmented with one additional diffuse d
and two p functions with the contraction scheme (14s11p6d)/
[8s7p4d] for cobalt36,37 and 6-31G* basis for all other
elements. For the cobaloxime complexes we employed
additionally basis AE1(*), that is, the same basis as AE1
and an additional p-polarization function on the two bridging
hydrogen atoms. As shown before31 the 6-31G* basis on the
ligands is sufficient to compute molecular properties which
depend on the curvature of the potential energy surface
(PES). All structures were characterized as minima on the
PES by the absence of imaginary harmonic vibrational
frequencies or as transition states by the presence of exactly
one imaginary frequency.

Magnetic shielding tensors have been computed with the
gauge-including atomic orbitals method (GIAO) as imple-
mented38 in the Gaussian98 program,39 employing the
B3LYP hybrid functional40,41and Basis II′, that is, the same
augmented Wachters basis set for cobalt and the IGLO-II
basis42 for the ligands except H: a (9s5p)/[5s4p] basis
augmented with one set of d-polarization functions for
C,N,O, and a (3s)/[2s] basis for H.

Molecular dynamics simulations were performed using the
density-functional based Car-Parrinello scheme43 as imple-
mented in the CPMD program.44 The BP86 functional was
used, together with norm-conserving Troulier-Martins pseudo-
potentials in the Kleinman-Bylander form.45,46

Periodic boundary conditions were imposed by using
supercells with box sizes between 10 and 14.5 Å so that the
minimum distance between atoms in neighboring virtual
boxes is larger than 6.3 Å. Kohn-Sham orbitals were
expanded in plane waves up to a kinetic energy cutoff of 80
Ry. In the dynamic simulations a fictitious electronic mass
of 600 au and a time step of 0.121 fs were used. From the
microcanonical runs with an average temperature of 300 K
snapshots were collected for the NMR calculations: after
an equilibration time of 0.5 ps, 41 snapshots were taken every

Figure 1. Tautomeric binuclear cobalt carbonyls.

Figure 2. Cobaloximes of this study.
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24 fs (total time ca. 1 ps). Equilibrium geometries for the
compounds were obtained by optimizing the forces on all
atoms with the CPMD program using the setup detailed
above (denoted CP-Opt); additionally the averaged structural
parameters were computed from the microcanonical run
(denoted CPMD).

For cobalt no suitable pseudopotential was available; thus,
a semicore potential was generated following the method
described previously.27,47 We used cutoff radii of 1.5 au for
all three s-, p-, and d-channels. To test the performance of
the generated pseudopotential we compared the computed
optimized geometries of the test set in Figure 4 to those
optimized using the above nonperiodic all-electron method.

The bond lengths for both methods agree well within 1-2
pm (comparere(CP-opt) andre(AE1) data in Table 1). In
addition, the vibrational frequencies of CoH(CO)4 and

Table 1: Equilibrium (re), Effective (reff), and Averaged (rav) Geometrical Parameters for Co Complexes [in Å] BP86 Levela

re(AE1) reff re(CP-opt) rav(CPMD) exp

3 CoH(CO)4 Co-H 1.495 1.503 1.496 1.500 1.556(18)77

Co-Ceq 1.799 1.805 1.794 1.802 1.818(3)77

Co-Cax 1.804 1.809 1.805 1.817 1.764(10)77

C-Oeq 1.163 1.154 1.154 1.156 1.14177

C-Oax 1.161 1.152 1.152 1.153 1.14177

4 Co(CO)4
- Co-C 1.777 1.782 1.771 1.777 1.735-1.76978

C-O 1.183 1.180 1.175 1.176 1.132-1.17278

5 CoCp(C2H4)2 Co-C(Cp) 2.107 2.116 2.109 2.126
Co-C(Et) 2.028 2.041 2.021 2.042

6 Co(CN)6
3- Co-C 1.929 1.937 1.918 1.935 1.89079

C-N 1.188 1.174 1.175 1.176 1.16079

7 Co(NH3)3(CN)3 Co-N 2.070 2.087 2.077 2.113
(fac) Co-C 1.851 1.856 1.844 1.851

C-N 1.184 1.181 1.172 1.173
N-H 1.029 1.018 1.027 1.030

8 Co(NH3)6
3+ Co-N 2.032 2.047 2.019 2.045 1.97279

N-H 1.036 1.021 1.032 1.035 0.98079

9 Co(NH3)4(CO3)+ Co-N1 1.983 1.993 1.979 1.998 1.931(18)/1.953(14)80

Co-N2 2.042 2.057 2.033 2.051 2.031(22)80

Co-O 1.892 1.900 1.920 1.921 1.905(11)80

O-C 1.365 1.368 1.361 1.364 1.336(18)80

N-H 1.032 1.017 1.028 1.032
10 Co(acac)3 Co-O 1.909 1.914 1.923 1.932 1.885/1.92379

11 Co(H2O)6
3+ Co-O 1.957 1.966 1.954 1.975 1.873(5)81

O-H 0.995 0.984 0.990 0.993
a For simplicity the averaged bond distance are given where appropriate.

Figure 3. Harmonic frequencies of CoH(CO)4 computed with
G98 and CPMD to test the performance of the generated
cobalt pseudopotential.

Figure 4. Co complexes of this study.
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Co(CN)63- were computed. Judging from the slope of the
regression line (a ) 0.99) and the correlation coefficient
(r ) 1.00), the agreement of the harmonic frequencies
computed with G98 and CPMD is exellent (Figure 3). Thus,
the use of the generated pseudopotential (which is available
from the authors upon request) seems to be well justified.

Vibrational corrections were computed using the pertur-
bational approach of Ruud et al.21-23 In this method, the
molecule is first shifted from its equilibrium geometryre to
an effective geometryreff via the harmonic frequenciesωe

and the cubic force fieldV(3):

This effective geometry corresponds to the vibrationally
averaged structure of a system at 0 K.48 Due to the
anharmonicity of the PES the effective bond lengths are
typically slightly longer than the equilibrium ones. Second,
the magnetic shielding tensor is expanded in a Taylor series
around this effective geometry. Thus, the expansion term
containing the perturbed vibrational wave function to first
order vanishes, and for the computation of the magnetic
shielding to second order only the zeroth order vibrational
wave function is needed. The equation for the calculation
of the vibrationally averaged magnetic shielding is thus
simplified to

whereσeff
(2) is the second derivative of the magnetic shield-

ing, evaluated numerically, andσeff and ωeff are magnetic
shielding constant and the harmonic frequencies, both
computed at the effective geometry.

In essence the vibrationally averaged magnetic shielding
includes the leading contributions from both the anharmo-
nicity of the PES (through the use of the effective geometry
as an expansion point) and from the curvature of the magnetic
shielding hypersurface.

For the computation ofreff andσ0 the corresponding parts
of the Dalton program package49 had been adapted so that
energies, energy derivatives, and properties produced with
Gaussian98 can be processed.50 V(3) is obtained numerically
at the BP86/AE1 level using the gradient technique, and a
stepsize of 0.25 au for the finite displacements, as recom-
mended by the test calculations in an earlier study.50 For
the computation ofσeff

(2) we used a stepsize of 0.1 au as
recommended by the test calculations in the same study.50

To compute the effective geometries of Co(NH3)6
3+ with

sufficient numerical precision, it was necessary to employ
an ultrafine integration grid (99 radial shells with 590 angular
points per shell). In this case the use of a smaller integration
grid produces error-prone low-frequency modes of-NH3

rotations which lead to abnormal, long N-H bond lengths
(>1.3 Å). No such artifacts were encountered in the
remaining molecules of the present study.

The magnetic shielding constants of the reference for
relativeδ values (aqueous K3[Co(CN)6] in the experiment)
have been evaluated by correlation of the computed shield-
ings σ(calc) of the complexes versus the experimental
chemical shiftsδ(exp) and by taking the respective axis
intercepts of the linear regression lines as the estimated
reference magnetic shielding for that particular level. Fol-
lowing this procedure we obtainσe(BP86/AE1)) -5837
ppm, σeff ) -6060 ppm,σ0 ) -6124 ppm,σe(CP-opt))
-5753 ppm, andσav(CPMD) ) -6203 ppm. Similar
procedures had been adopted before in cases when a direct
computation for the experimental standard is difficult or
impossible.18,51,52As has been noted earlier,14 these data are
in good qualitative accord with experimental estimates for
this absolute shielding value, around-5400 ppm.53

Results
Mononuclear Cobalt Complexes.The test set of mono-
nuclear cobalt complexes is displayed in Figure 4. This set
comprises electron-rich organometallic and high-valent in-
organic Co(III) complexes and covers a chemical shift range
of nearly 20 000 ppm.

The structural parameters of the equilibrium geometries,
the zero-point corrected effective geometries, and the thermal
averaged geometries of this test set are listed in Table 1.
Where available, the corresponding experimental values are
given. The computed bond lengths are in good accord with
the experimental ones. The mean deviations from experiment
are around 3.6 and 3.4 pm for the BP86/AE1 and CP-opt
equilibrium geometries, respectively, where the computed
bond lengths tend to be overestimated. This degree of
agreement is typical for the type of density functional
employed.54 Both quantum-mechanical zero-point correction
and classical thermal averaging lead to elongation of the
cobalt-ligand bonds, thereby worsening the accord with
experiment in comparison to the equilibrium values. The
average Co-L bond elongation due to the zero-point effect
is around 0.9 pm and due to thermal averaging 1.5 pm,
leading to mean deviations from experiment of 3.8 and 4.0
pm, respectively (comparereff and rav values withrexp in
Table 1). Similar results of bond elongation due to zero-
point correction and thermal averaging were observed
previously31 for Ti, V, Mn, and Fe complexes.

An unusual effect is observed for the zero-point corrected
structures. While all the cobalt-ligand bonds are elongated,
the bonds between the ligand atoms coordinated directly to
the metal center and an atom further away from the cobalt
center are slightly contracted, on average by-0.9 pm
(comparere(AE1) andreff in Table 1). The classical thermal
effect, on the other side, leads to the expected bond
elongation of intraligand bonds by an average amount of∆r
) +0.2 pm (comparere(CP-opt) andrav in Table 1). It is
not clear at this point whether the extent of this unusual
intraligand bond contraction is real or whether it is an artifact
of the perturbational approach itself.

During the CPMD simulations of the cobalt complexes
ligand rotations were observed. While the cyclopentadienyl
ligand within the CoCp(C2H4)2 complex rotates rather slowly
(72° in 1.5 ps), the-NH3, -CH3, or -OH2 groups within

reff,j ) re,j -
1

4ωe,j
2
∑
m

Ve,jmm
(3)

ωe,m

(1)

σ0 ) σeff +
1

4
∑

i

σeff,ii
(2)

ωeff,i

(2)

184 J. Chem. Theory Comput., Vol. 1, No. 2, 2005 Grigoleit and Bu¨hl



Co(NH3)3(CN)3, Co(NH3)6
3+, Co(NH3)4(CO3)+, Co(acac)3,

and Co(H2O)63+ rotate much faster, so that one or two
complete turns occur during the simulation time of 1.5 ps.
Co(H2O)63+ and Co(NH3)6

3+ are interesting in that respect
because the minimum geometries display, due to small
displacements of the ligands, symmetries which are lower
than the highest possible ones. For the hexaquo complex,
the preferred symmetry isS6 instead ofTh, while for the
hexammin complex it isC3 instead ofS6. The respective
energy differences between these forms are small, 6.5 and
1.6 kcal/mol for water and ammonia, respectively (BP86/
AE1 level). Thus, interconversions via ligand rotations can
occur readily in MD simulations at room temperature, and
no specific symmetries can be assigned to the dynamically
averaged structures.55

The chemical shifts of the cobalt centers computed at the
equilibrium and the effective geometries as well as the zero-
point corrected and thermally averaged chemical shifts are
listed in Table 2. Since the experimental standard, aqueous
K3[Co(CN)6]2, is difficult to model computationally, we have
evaluated the reference magnetic shielding from a correlation
of theoreticalσ versus experimentalδ values (see compu-
tational details). Theδ values for pristine Co(CN)6

3- are
included in Table 2. The noticeable deviation from zero of
these values indicates that, as expected, gaseous6 is a poor
model for the experimental standard and that solvent effects
on this highly charged anion may be sizable.56 For the
isoelectronic Fe(CN)6

4-, remarkably large solvent effects on
the metal shielding constant, exeeding 1000 ppm, have been
reported using suitable MD-based methods.28 Similar simula-
tions are in progress to model the aqueous solutions of Co
complexes; the results of these demanding calculations will
be reported in due course.

At the equilibrium geometriesscomputed both at BP86/
AE1 and BP86/CP-opt levels, the chemical shifts tend to be
shifted upfield with regard to the experimental values. The
mean absolute error, 692 and 492 ppm, respectively, seems
quite large at first sight. These errors, however, amount to
but a few percent of the total59Co chemical shift range (ca.
19 000 ppm), a relative accuracy typical for DFT computed
transition-metal chemical shifts so far.12,13

The slope of theδe(calc) versusδ(exp) regression lines
are very close to the ideal value of 1 (see Table 2, Figure
5). Thus, our particular combination of DFT methods
(B3LYP shifts for BP86 geometries) appears to perform very
well in such static computations, without showing any signs
of degradation at the deshielded end of theδ(59Co) range.

Both zero-point correction as well as thermal averaging
lead to a decrease of the shielding constants. Typically this
downfield shift is larger in the substrates than that in the
reference shieldings, resulting in an increase of theδ values.
The two exceptions are CoH(CO)4 and Co(CO)4-, where the
downfield shifts are smaller than that of the reference, so
that the overall effect is a decrease ofδ. The mean absolute
error increases somewhat upon zero-point correction and
thermal averaging, namely from 692 to 765 and from 492
to 698 forδ0 andδav, respectively. The larger slope of the
corresponding regression lines (1.08 for the zero-point
corrected and the thermal averaged chemical shifts, as
compared to the near-ideal values for the correspondingδe

data, see Table 2) also indicates that the zero-point corrected
and thermal averaged chemical shift agree somewhat less
perfectly with the experimental data than the chemical shifts
at the equilibrium geometry.

Table 2: Equilibrium, Effective, Zero-Point Corrected, and Averaged Chemical Shifts in ppm of the Cobalt Complexesd

δe(AE1) δeff δ0 δe(CP-opt) δav(CPMD) exp

3 CoH(CO)4 -3207 -3354 -3402 -3187 -3442 -37202

4 Co(CO)4
- -2917 -3081 -3134 -2924 -3244 -310082

5 CoCp(C2H4)2 -1653 -1599 -1642 -1586 -1460 -123583

6 Co(CN)6
3 - 576 586 546 272 477 0

7 Co(NH3)3(CN)3 2994 3055 3019 2980 3260 33132

8 Co(NH3)6
3+ 9066 9596 9572 8537 9306 81762

9 Co(NH3)4(CO3)+ 8549 8834 8806 8703 9032 970084

10 Co(acac)3 11670 11770 - 12486 12686 1250014

11 Co(H2O)6
3+ 16445 17344 17330 16493 18224 1510085

slopea 1.00 1.04b 1.08 1.02 1.08
axis intercepta 94 95 89 44 78
mean abs. dev.c 692 761 765 492 698
a From a linear regression analysis with respect to the experimental value (using the estimated reference). b Without δ value of Co(acac)3:

1.08. c Mean absolute deviation from experiment (using the estimated reference). d GIAO-B3LYP/II level, in parentheses: source of equilibrium,
effective, or snapshot geometries.

Figure 5. Plot of computedsGIAO-B3LYP for BP86/AE1
optimized (opt), zero-point corrected geometries (zpc), CP
optimized (CP-opt), and thermally averaged geometries
(CPMD)sversus experimental chemical shifts; solid line: ideal
slope.
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The largest offset due to zero-point correction and thermal
averaging is obtained for Co(H2O)63+ and Co(NH3)6

3+, for
which the experimental NMR shifts are obtained in aqueous
solution. Together with Co(CN)6

3-, these are the complexes
with the largest overestimation of the cobalt-ligand bond
lengths with respect to experiment (Table 1). It is well
possible that also for these highly charged cations, interac-
tions with a protic solvent (or polar surrounding) can affect
geometries and NMR chemical shifts, as had been noted for
highly charged anions.28 The relatively good performance
of the corresponding gas-phase equilibrium structures in the
chemical shift calculations could then benefit to some extent
from fortuitous error cancellation. Further investigations
along this line are in progress.

As in our previous report,31 we investigated the influence
of the metal-ligand bond elongation on the NMR chemical
shifts in a more quantitative manner. To this end, we have
computed the metal shielding/bond-length derivatives em-
ploying the following procedure: the magnetic shielding
constantsσ have been computed at five different geometries,
in which the bond length to each of symmetry-equivalent
ligand atoms have been distorted from their equilibrium
values by -1 pm to +3 pm while leaving all other
parameters unchanged. The shielding/bond-length derivatives
∂σCo/∂rCo-L have been determined by linear regression (see
Table 3). Qualitatively we obtained similar results as for the
Ti, V, Mn, and Fe complexes studied previously. The largest

∂σCo/∂rCo-L values are attributed to the 6-π-ligand Cp and
to the oxygen ligands,-OH2 and (acac). For Co(CN)6

3-, an
experimental estimate is available for this quantity, based
on isotope effects on the force field and the59Co chemical
shift.57 As has been noted before,14 this experimental value,57

∂σCo/∂rCo-L ) -75 ppm pm-1 is somewhat underestimated
at the B3LYP level, cf. the value of-52 ppm pm-1 given
in Table 3. As is the case for other transition-metal
complexes,31 the individual ∂σCo/∂rCo-L increments for a
given ligand L are not transferable between complexes but
increase in absolute value with the deshielding of the metal.
For instance, the∂σCo/∂rCo-N values of the ammonia ligands
in Co(NH3)3(CN)3 and Co(NH3)6

3+ are ca.-36 and-79
ppm, respectively (see per bond values in Table 3), paral-
leling the increase inδ(59Co) in this series, fromδ ) 3313
to 8176 ppm (Table 2). The shielding/bond-length derivatives
are negative for all cobalt complexes in this study. However,
this is not generally the case, for example when spin-orbit
effects come to play they could be positive.58,59

To investigate to what extent the change in chemical shift
due to zero-point correction and thermal averaging can be
traced back to bond elongations, we have multiplied the
elongation of each metal-ligand bond with the corresponding
shielding/bond-length derivative and summed up all the
products for each complex. The estimated differences (σe -
σav)estdand (σe - σeff)estdare compared to the actual calculated
difference in the magnetic shielding (σe - σav)calc and (σe -
σeff)calcin Table 4, and are plotted in Figure 6.

For the zero-point corrected chemical shifts, these esti-
mated differences agree well with the calculated values,
except for the Co(H2O)63+ complex. Judging from the slope
of the regression line, the bond elongation accounts for 91%
of the downfield shift due to zero-point correction (neglecting
the Co(H2O)63+ values). It is unclear why the estimated
difference (σe - σeff)estd of the Co(H2O)63+ complex only
covers approximately half of the value of the actual
calculated difference (σe - σeff)calc It is possible that in this
case, the influence of bond angles on the chemical shift is
larger than assumed.

For the thermally averaged chemical shifts, the estimated
and calculated differences agree to a somewhat lesser extent.
In this case the bond elongation accounts, on average, for
72% of the downfield shift. We obtained similar results for
the complexes of Ti, V, Mn, and Fe in our previous report,31

Table 3: Shielding/Bond-Length Derivative ∂σCo/∂rCo-L in
ppm/pm of Cobalt Compoundsb

∂σCo/∂rCo-L “per bond”a

3 CoH(CO)4 Co-(CO)4 -118.0 -29.5
Co-H -23.4 -23.1

4 Co(CO)4
- Co-(CO)4 -132.3 -33.1

5 CoCp(C2H4)2 Co-Cp -103.3 -103.3
Co-(C2H4)2 -113.2 -56.6

6 Co(CN)6
3- Co-(CN)6 -311.9 -52.0

7 Co(NH3)3(CN)3 Co-(NH3)3 -108.1 -36.0
Co-(CN)3 -245.4 -81.8

8 Co(NH3)6
3+ Co-(NH3)6 -471.1 -78.5

9 Co(NH3)4(CO3)+ Co-(NH3)4 -334.8 -83.7
Co-(CO3) -109.6 -54.8

10 Co(acac)3 Co-(acac)3 -630.8 -105.1
11 Co(H2O)6

3+ Co-(H2O)6 -692.6 -115.4
a π-ligands counted as single ligand. b Explanation see text.

Table 4: Difference between Thermally Averaged and Equilibrium Magnetic Shieldings σe - σav and between Magnetic
Shieldings at Effective and Equilibrium Geometrya

(σe - σeff)estd (σe - σeff)calc (σe - σav)estd (σe - σav)calc

3 CoH(CO)4 89 76 115 195
4 Co(CO)4

- 66 59 79 130
5 CoCp(C2H4)2 262 277 321 576
6 Co(CN)6

3- 250 233 530 655
7 Co(NH3)3(CN)3 306 284 561 730
8 Co(NH3)6

3+ 707 753 1225 1219
9 Co(NH3)4(CO3)+ 484 508 427 779
10 Co(acac)3 315 323 568 650
11 Co(H2O)6

3+ 623 1122 1454 2181
a estd: estimated using the shielding/bond-length derivatives from Table 3 multiplied with the corresponding differences in bond lengths from

Table 1 and calc: actual calculated differences from Table 2.
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where an average slope of 63% for the corresponding linear
regression line has been obtained. Thus, we can also state
for the cobalt complexes that it is indeed the metal-ligand
bond distances that are most important for the chemical shift
of the metal nucleus and its sensitivity toward temperature
effects.60 The remaining discrepancies between estimated and
calculated effects onσ(Co) are probably due to nonadditivity
of the increments and the neglect of L-Co-L bendings.

The Magnetic Shielding Tensor.In a number of cases,
information on the full59Co magnetic shielding tensor is
known from solid-state59Co NMR spectroscopy.4 To inves-
tigate the influence of zero-point vibration and thermal
averaging in more detail we have taken a look at individual
shielding-tensor elements of three example compounds,
namely of 9, 10, and 12, a model for the cobaloxime2
lacking the four peripheral methyl groups at the glyoximate
ligands (see section on cobaloximes below). The other
complexes of the present study were not included as either
there were no shielding tensors reported in the literature or
there were multiple sites in the NMR spectrum. The
computed and experimental elements of the traceless shield-
ing tensor (i.e. the values relative to the isotropic average)
are listed in Table 5. The slopes of theσii (calc) versus
σii (exp) regression lines are 1.03 and 0.97 at the BP86/AE1
and CP-optimized geometries, respectively, which is very
close to the ideal slope of 1. The tensor elements at the
effective geometry do not differ significantly from those at
the static optimized geometry. The slope of the regression
line is also quite similar with a value of 1.06. Also, there is
no general trend in the change of the shielding tensor
elements from the optimized to the effective geometry. For
9 the range of the values covered by the tensor elements is
increased, while for12 the range is reduced. The thermal
averaged tensor elements agree significantly less with the
experimental data (slope) 1.63). In general, the thermal
averaging leads to a broadened span of the shielding tensor
elements, and the deviation from the experimental values
increases in the smallest and largest tensor elements. It is
possible, that due to the thermal movement in the gas phase
“extreme” geometries are obtained which lead to far higher
(or lower) values in the tensor elements in comparison to
those at the static optimized geometries. The experimental
data, on the other hand, are taken from crystals or powder
samples, where the thermal movement does not allow such
“extreme” geometries.

Finally we have investigated the tensor of the electric field
gradient (EFG). First, the largest component of the EFG
tensorqzz can be compared directly to experimental values
from the nuclear quadrupole coupling constant,e2qzzQ/h
(Q: nuclear quadrupole moment). The computedqzz values
at the optimized geometry agree both in sequence as in order
of magnitude with the experimental data (see Table 6).61

Figure 6. Plot of estimated vs calculated differences between
effective and equilibrium magnetic shieldings σe - σeff (zpc)
and between thermally averaged and equilibrium magnetic
shieldings σe - σav (CPMD); data from Table 4; line: ideal
slope.

Table 5: Computed (GIAO-B3LYP for BP86/AE1
Optimized Geometries) and Experimental Elements of the
59Co Chemical Shielding Tensor (σ11, σ22, σ33)c

σii(opt) σii(eff) σii(CP-opt) σii(CPMD) σii(exp)

9 -875 -969 -871 -1210 -66784

-220 -294 12 -174 -167
1095 1262 859 1383 833

10 -449 -487 -538 -962 -686a

220 231 231 20 212
230 255 306 944 473

12 -672 -536 -696b

211 176 232
463 362 464

a δiso ) 12505(1) ppm, Ω ) 1159(46) ppm, κ ) -0.55(5).4 b Exptl
data for 2, δiso ) 3640(100) ppm, Ω ) 1160(50) ppm, κ ) -0.6(2).4
c Traceless representation.

Table 6: Largest Component qzz of the B3LYP/II′ Computed Electric Field Gradient at the 59Co Nucleus in a.u., Square of
qzz, the Thermally Averaged qzz, the Experimental qzz Computed from the Nuclear Quadrupole Coupling Constant eqzzQ/h in
MHz and the Experimental Line Widths in Hz

at re(BP86/AE1) CPMD exp

|qzz| qzz
2 |<qzz >| <|qzz|> eqzzQ/h qzz ∆ν1/2

3 1.365 1.863 0.931 1.370 101-163a 1.023-1.652 326582

5 1.833 3.360 1.925 1.925 680083

6 0.000 0.000 0.041 0.371 6.22 0.063 6 ( 1.5;2 20286

7 0.062 0.004 0.094 0.310 750 ( 50;2 100786

8 0.011 0.000 0.079 0.367 0.97(1)-3.37(1)2 0.010-0.034 183 ( 10;2 20286

9 0.427 0.182 0.042 0.503 18.82(1)2 0.191 5476 ( 4002

10 0.022 0.000 0.003 0.235 5.53(7)2 0.056
12 0.492 0.242 29.6(4)2 0.300 310087

a For XCo(CO)4 with X ) SiPh3 and X ) SnCl3.2
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When analyzing the thermally averagedqzz values, we should
distinguish between highly symmetric molecules, which have
tensor elements of approximately zero at the optimized
geometry and unsymmetric molecules with highqzz values.
In the first case, we notice a strong oscillation ofqzz around
zero, whereas the average value| < qzz > | is very small
(<0.08). The unsymmetric molecules, on the other hand,
oscillate around the respectiveqzz value at the optimized
geometry (e.q. for3 the value oscillates between| 1.1| and
| 1.8|), so that the average absolute value is only slightly
larger than theqzz value at the static geometry (1.370 instead
of 1.365 at the optimized geometry).

We also attempted to correlate the intense line broadening
which is caused by the interaction of the quadropole moment
of the 59Co nucleus (I)7/2) with the EFG at the nucleus.
However, we did not obtain a meaningful correlation between
qzz (either computed or taken from nuclear quadrupole
resonance spectroscopy) and the experimental line width,
∆ν1/2, which for a quadropole relaxation is expected to be62

(η: asymmetry parameter of the EFG tensor,τc: molecular
correlation time). The main reason is probably that the line
width also depends on other factors such as temperature,
solvent or molecular size, and the EFG need not always be
decisive. Similar findings have been reported for other nuclei
such as99Ru51 and49Ti.30

Dicobalt Octacarbonyl
Dicobalt octacarbonyl is not included in the test set discussed
so far, because its structure in solution is fluxional. For
instance only one signal is found in the13C NMR spectrum.63

Doubly bridged1a is found in the crystal,64 but other forms
such as1b and 1c have been proposed in matrix-isolation
studies.65 Earlier DFT studies have confirmed that1a-1c
are quite similar in energy, but the relative stabilities can
vary with the particular functional employed.66,67 If the
chemical shift of the individual isomers would be sufficiently
different from each other, comparison of computed and
experimentalδ values could afford new evidence concerning
the equilibrium mixtured in the NMR experiment. Similar
structural applications of chemical shift calculations have
been reported before.12,68 In addition to the minima1a-1c,
we have also located transition structures connecting them,
whichsto our knowledgeshave not been reported yet.

The optimized geometrical parameters of stable cobalt
carbonyls as well as those of the transition states are listed
in Table 7. The computed values of1a agree very well with

the experimental values of the crystal structure; the computed
and experimental bond length agree better than 1%. Kenny
et al. reported about similar good values using the BP86
density functional and a double-ú plus polarization basis.66

Energetically theC2V symmetric 1a is the most stable
structures1b and1c lie higher in energy by 27.0 and 16.7
kJ/mol, respectively, very close to the corresponding values
of 26.4 and 15.5 kJ/mol obtained by Kenny et al.66

We have located 2 different transition states (1d and1e),
one between1b and1c and one between1a and1c. Despite
considerable effort, we could not locate a transition state
connecting1a and 1b. Even in the absence of the latter,
interconversion between the two isomers1a and 1b is
possible via isomer1c. Both transition states were identified
by a single imaginary vibrational frequency each, which
describes the movement of transformation between the two
minima they connect. Additionally, each transition state was
checked by following the intrinsic reaction coordinate
(IRC)69,70 from the transition state to the two reactants. The
two transition states areC2-symmetric, i.e. oneC2 axis is
preserved during the transitionsD3d f D2d andC2V f D2d.
The Co-Co bond length of the transition states is of a similar
value as in the unbridged structures1b and1c. Energetically
these transiton states do not lie much higher than the
reactants. The largest energy difference (between1aand1d)
amounts to 36 kJ/mol (see Table 7). Thus, the interconversion
of all three isomers should readily take place at a reasonable
rate at room temperature. These results are fully consistent
with the observed fluxionality on the NMR time scale.

Our computed NMR chemical shifts show that the
δ(59Co) values of1a-1c lie close together (see Table 8),
between-2265 ppm and-2399 ppm, and agree well with
the experimental value of-2200 ppm.71 The differences
between the chemical shifts of1a-1care much smaller than
the mean absolute errors in the computedδ(59Co) values
(Table 2). Thus, no structural assignments can be made on
the basis of theδ(59Co) values. Likewise, the computed13C
chemical shifts do not appear to be of diagnostic value for

Table 7: Equilibrium (re) Geometrical Parameters in Å and Relative Energy (BP86/AE1) of 1a-1ea

re(Co-Co) re(Co-Ca) re(Co-Cb) re(Co-Cc) re(Co-Cd) E [kJ/mol]

1a 2.550 1.809 1.820 1.958 0
exp88 (1a) 2.528(1) 1.815(1) 1.832(4) 1.939(4)
1b 2.697 1.812 1.775 27.0
1c 2.633 1.797 1.803 16.7
1d (1b f 1c) 2.694 1.798 1.804 1.776 1.832 36.1
1e (1c f 1a) 2.613 1.808 1.801 1.807 1.802 18.6

a See Figure 7 for numbering of atoms.

∆ν1/2 ∝ qzz
2 (1 + η2/3)τc (3)

Table 8: Chemical Shifts89 of 1a-1ea

Co Ca Cb Cc Cd Caverage

1a -2265 186.8 197.0 233.5 203.6
1b -2399 193.7 217.0 199.5
1c -2354 208.7 198.8 203.8
1d (1b f 1c) -2326 203.2 200.3 213.4 187.1 201.1
1e (1c f 1a) -2282 194.7 201.3 204.7 211.5 203.1
exp -220071 203.263

a See Figure 7 for numbering of atoms; GIAO-B3LYP/II level.
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the structure in solution. While in the static structures, the
chemical shifts of terminal C-O groups (between 186 and
217 ppm) could be discriminated from those of a bridging
carbonyl group (234 ppm in1a), theδ(13C) value averaged
over all C atoms of a given isomer (which should be
compared to the single, dynamic average observed in
solution) shows only fairly little variation between1a and
1c.

As the average Co-C bond length in structure1a is 5 pm
longer than in1b and1c, we would expect a shift to higher
fields for1b and1c. As this is not the case, it is very probable
that the low field shift is due to the increase in the Co-Co
bond length from1a to 1b and 1c. Using the computed
shielding/bond-length derivative for the Co-Co bond of1b
(-11.6 ppm pm-1), we obtain an estimated value∆δ(59Co)
) 171 ppm for1b and∆δ(59Co) ) 96 ppm for1c, which
resembles the calculated values of 134 and 89 ppm,
respectively.

The computed vibrational harmonic frequencies of1a to
1c agree very well with the data of Kenny et al.,66 obtained
at a similar level, and with experiment, where available. We
provide these data as Supporting Information and refrain
from a deeper discussion.

Cobaloximes
Cobaloximes are important model complexes for cobalamines
and vitamin B12.72 Consequently, a sizable amount of
spectroscopical data, includingδ(59Co) values are avail-
able.2,6,73 Here we pay special attention to the effect of
deuteration of a remote H-bond on theδ(59Co) chemical shift,
as observed in the dimethylglyoximato complex ([MeCo-
(Hdmg)2py]7 (Hdmg) dimethylglyoximate, py) pyridine,
2). We have considered two smaller model systems,12 and
13, with glyoximato ligands (i.e. lacking the four methyl
groups at the periphery) and pyridine (12) or imine H2Cd
NH (13) as a model for the latter. The deuterated compounds
in which H10 and H11 (see Figure 8) are substituted by
deuterium are labeled as12aand13a, respectively. Changing
an isotope within a molecule has no effect on the equilibrium
geometry but alters the vibrational wave function of the
molecule. Thus, the effect of deuteration has to be investi-
gated by including the anharmonic vibrations and computing
the vibrationally averaged geometry. Secondary isotope
effects (i.e. by changing an isotope next to the resonating
nucleus) have been reproduced with a variety of ap-
proaches.24 An isotope effect over three bonds, however, as
in 2, is a much more challenging task. We have computed
the zero-point corrected effective geometries using the same
perturbational approach as discussed above and computed
the NMR chemical shiftδeff at these effective geometries.
We have not computed the fully zero-point corrected value,
δ0, as the differences betweenδ0 and δeff tend to be very
small (see Table 2) and do not warrant the extra effort that
would be necessary to evaluateδ0 for a system as large as
12. In Table 9 the BP86/AE1 and BP86/AE1(*) optimized
geometries as well as the effective geometries of12, 12a,
13, and13a are listed.

On going from the equilibrium to the effective geometry
of 13, the bridging proton is shifted toward a more symmetric

position between the two oxygen atoms, as evidenced by
the change in the O-H/H‚‚‚O distances from 1.09/1.43 Å
(re) to 1.18/1.27 Å (reff, Table 9). Upon deuteration, the
hydrogen atom is shifted back from this more mid-positioned
site between the two oxygen atoms to a more asymmetric
position close to one of the oxygen atoms but not as
asymmetric as in the equilibrium structure (cf. the O-H/
H‚‚‚O distances of 1.15/1.32 Å for13a in Table 9). This
finding is consistent with a potential energy surface which
forms a double well along the O‚‚‚H-O path with a low
central barrier and a pronounced anharmonicity.74 We have
located the transition state for migration of the hydrogen
between the two oxygen atoms in13, (O‚‚‚H-O) T (O‚‚‚
H‚‚‚O) T (O-H‚‚‚O). The transition state is nearlyCs-
symmetric except for the methyl group, which is rotated out
of the symmetry plane, and shows a more mid-positioned

Figure 7. BP86/AE1 optimized geometries of Co2(CO)8

isomers (1a-1c) and transition states (1d and 1e).

Figure 8. BP86/AE1(*) optimized geometry of 2a.
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site of the migrating H atoms between the O-termini (re )
1.27/1.19 Å). This transition state is only 2.4 kJ/mol higher
in energy than the ground state, so that the hydrogen can
readily exchange between the two oxygen atoms at room
temperature. Due to the dependence of the vibrational energy
on the nuclear mass (E∝1/xm), the vibrational levels of the
deuterated compound lie “deeper” inside the anharmonic
potential well, so that in the vibrationally averaged geometry
the deuterium is located closer to one of the two oxygen
atoms. Similar findings have been reported for hydrogen
bond model complexes (e.g., ClH:NH3

75,76).
The computed59Co chemical shifts of12, 12a, 13, and

13aare summarized in Table 10. Employing Basis AE1 we
compute an isotope effect∆δ ) δeff(Co,D) - δeff(Co,H) of
∆δ ) 65 ppm for12 and∆δ ) 66 ppm for13. Employing
Basis AE1(*),∆δ ) 86 ppm is obtained for compound13,
in very good agreement with the experimental value of∆δ
≈ 50 ppm.7 Thus, both sign and magnitude of∆δ are
correctly reproduced by the perturbational approach, which
thus offers a faithful qualitative description of this effect.

Upon going from H to D, the main change in the
coordination geometry about Co is found for the Co-N
distances to the glyoximato ligands, which increase on
average by 0.003 Å (Table 9). If we suppose that the
corresponding shift inδ(59Co) is based only on the increase
of the Co-N bond length, then we can arrive at an estimated
shielding/bond-length derivative of≈72 ppm pm-1 per bond
(using the∆δ value of 13 with AE1(*) basis). This value

lies within the typical range of∂σCo/∂rCo-N derivatives (36-
84 ppm/pm, see Table 3). Thus, the shift ofδ(59Co) due to
the substitution of hydrogen by deuterium 3 atoms away from
the metal center can by explained by an increase in the
cobalt-ligand bond length due to a modified vibrational
wave function, as anticipated during analysis of the experi-
mental data.7 According to our results, however, the extent
of this bond elongation, well below 1 pm, is much less than
estimated before.7

As a further test of the performance of the perturbational
approach, we investigated the primary isotope effect,p∆ )
δ(H) - δ(D). Our computed values ofp∆ ) +0.57 ppm for
12, Basis AE1 andp∆ ) +0.49 ppm for13, Basis AE(*)
agree very well with the experimental value of+0.38 ppm.7

Thus, the task to reproduce such a small effect both in sign
as well as in magnitude has been successfully accomplished.

Conclusions
We have applied different DFT-based methods to investigate
theδ(59Co) chemical shifts of a set of cobalt complexes that
span nearly the entire chemical shift range of this nucleus.
For this purpose we have performed static NMR chemical
shift calculations at optimized geometries as well as com-
putations which include zero-point or classical thermal
effects. Overall, zero-point effects and thermal averaging
result in a deshielding of59Co nuclei and also in an increase
of most δ(59Co) values. To a large extent these downfield
shifts can be rationalized in terms of the bond elongation of
the cobalt-ligand bonds. However, it is only in some cases
that zero-point or thermally averaged chemical shifts are
improved over the respective static equilibrium values. In
general, the mean absolute error of the computed chemical
shifts increases slightly, by 70 to 200 ppm, upon inclusion
of zero-point or thermal effects, where the largest errors are
observed mainly for those complexes that were measured in
aqueous solution. In these cases, solvation effects are
expected to be substantial, effects which will be addressed
in future work.

In addition, we have investigated three tautomeric forms
of the binuclear cobalt octacarbonyl and have located, for
the first time, salient transition states connecting these
minima. These transition states are computed ca. 2 to 36

Table 9: Equilibrium (re) and Effective (reff) Geometrical Parameters in Å of 12 and 13c

atoms re (12)a reff (12)a reff(D) (12a)a re (13)b reff (13)b reff(D) (13a)b

Co-N 1-2 1.898 1.903 1.903 1.892 1.899 1.900
1-3 1.922 1.918 1.921 1.912 1.905 1.911
1-4 1.922 1.919 1.922 1.920 1.913 1.918
1-5 1.897 1.902 1.902 1.901 1.907 1.907

Co-Imin 1-21 2.069 2.083 2.084 1.980 1.995 1.996
Co-Me 1-20 2.012 2.026 2.025 2.009 2.021 2.020
O - H,D 6-10 1.066 1.122 1.104 1.085 1.180 1.149

8-10 1.497 1.393 1.428 1.430 1.278 1.331
7-11 1.484 1.381 1.418 1.420 1.262 1.317
9-11 1.068 1.127 1.108 1.089 1.188 1.156

O ‚‚‚O 6-8 2.551 2.506 2.522 2.506 2.452 2.473
7-9 2.540 2.499 2.515 2.499 2.444 2.465

a AE1 basis. b AE1(*) basis. c BP86 level; see Figure 8 for numbering of atoms.

Table 10: Equilibrium (δe) and Effective (δeff) 59Co
Chemical Shifts in ppm (GAIO-B3LYP/II Level) of 12 and
13

basisa δe δeff

12 AE1 3362 3211
12a AE1 3362 3276
13 AE1 3120 2977
13 AE1(*) 2943 2761
13a AE1 3120 3043
13a AE1(*) 2943 2847
2 expb ≈3640
2a expb ≈3700

a Used in energy evaluations together with BP86 functional.
b Estimated from the spectrum plotted in ref 7, cf. footnote 32.
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kJ/mol above any of the tautomers, consistent with the
fluxionality of this molecule on the NMR time scale. The
δ(59Co) chemical shifts differ only slightly between the
tautomeric forms and fall in a short-range less than 200 ppm,
thereby preventing conclusions concerning the composition
of the equilibrium mixture.

As further cobalt compounds we have investigated model
cobaloximes, paying special attention to the effect of
deuteration 3 bonds away from the metal center. Due to the
changes in the vibrational wave function, the structure of
the (O‚‚‚H-O)-system is altered, such that the O-D bond
is 3 pm shorter than the former O-H bond. This in turn
leads to a slightly larger Co-N bond separation, which
causes a considerable downfield shift of the cobalt center.
Both sign and magnitude of this isotope effect,∆δ(59Co),
agrees well with the experimental values.

Quantitative predictions of59Co chemical shifts, and those
of transition metals in general, remain a challenge for
approximate density functional theory, and the applied
methods to include zero-point and classical thermal effects
are no panacea and need further improvement, such as the
inclusion of solvation effects. Nevertheless, the possibility
to go beyond static molecules in59Co chemical shift
calculations can open new possibilities for applications of
such computations, thus affording an ever more refined
theoretical complement to experimental59Co NMR spec-
troscopy.

Supporting Information Available: Harmonic vibra-
tional frequencies at BP86/AE1 level of1a-1c (Table S1)
and plot of computed - GIAO-B3LYP for BP86/AE1
optimized geometries - versus experimental elements of the
chemical shielding tensor (Figure S1). This material is
available free of charge via the Internet at http://pubs.acs.org.
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V. F. Selmi 2, 40126 Bologna, Italy

Received September 23, 2004

Abstract: Molecules that are virtually insoluble in certain solvents may be uploaded to “hostile”

phases by dendrimers. Prime examples of this phenomenon are Eosin Y, EY, and Rose Bengal,

RB, that are not soluble in CH2Cl2 where they can, however, be solvated through the interaction

with a fourth generation dendrimer of polypropylene amine, POPAM-4D. The two dyes share

the same carbon framework and differ for the pattern of halogenation, and yet their cosolvation

varies over a factor of 4: six Eosin Y and ∼25 Rose Bengals are solvated by the macromolecule.

Leveraging on a previous report where molecular dynamics simulations of 12 EY@POPAM-4D

in CH2Cl2 showed a reduction to the experimental limit of 6, we now perform similar calculations

with an excess, i.e., 40, of RB@POPAM-4D. The simulations quantitatively reproduce the

cosolvation effect. They also provide a microscopic understanding of its origin and of motions-

interactions of the macromolecule and both of its guests.

Introduction
One of the several, potentially important, applications of
dendrimers1-6 is the encapsulation of molecules. An impor-
tant practical use of the entrapment could be transporting
and delivering drugs to specific targets inside the body.7 To
entrap a guest, the macromolecule must interact better with
the guest than the surrounding environment. In practice, the
carrier must be more “attractive” to the guest than the outside
world. Another application of the same phenomenon is the
increase of solubility, or even the solvation of molecules in
solvents where it is usually not possible. Peculiarly, small
variations of the chemical structure of the guests lead to
substantial variations of their average number “inside”
dendrimers.8 The case of a 4-th generation polypropylene
amine dendrimer, in short POPAM-4D, and two rather
similar dyes is illustrative. The dyes are water-soluble and
CH2Cl2 insoluble; POPAM-4D is CH2Cl2 soluble but is water
insoluble. When an aqueous solution of the dyes is shaken
with an organic solution of the dendrimer, up to 6 Eosin Y
molecules or∼25 molecules of Rose Bengal are transferred
to CH2Cl2.8 All the molecular structures are given in Scheme
1. Eosin Y and Rose Bengal share the same carbon
framework and differ for the substitution of 4 hydrogens with

4 chlorines, and 4 bromines with 4 iodines, with Rose Bengal
heavier by∼50%. And yet, POPAM-4D uploads four times
as many heavier molecules.8 The relatiVely small structural
changeVaries by half an order of magnitude the cosolVation
effect of the dendrimer!

Recently,9 we studied the dynamics of this dendrimer with
a varying number of eosins Y. The intent was to verify if
computational methods could reproduce and provide insight
into the 1:6 POPAM-4D:Eosin Y ratio. The initial “com-
puter” encapsulation of twelve dyes evolved in less than a
nanosecond to a stable arrangement with only six guests,
while the other six fled away in the solvent.9 In practice,
the host cannot harbor more than six Eosin Y’s and since
this dye is not CH2Cl2-soluble, this is the maximum number
that can be uploaded to the organic phase per dendrimer
molecule. The work focused mainly on dynamical aspects
of the guest-host system and recorded a multitude of
entrances and exits in the macromolecule. The origin of the
hustle and bustle of molecules around the dendrimer is the
“unfriendly” solvent environment. Low solubility arises-
although not only- from weak intermolecular interactions
with the solvent, which imply high mobility in it. If, after
departure from POPAM-4D, a dye comes again in contact
with the macromolecule, favorable stabilizing interaction
forces “suck” it in. The molecule may then displace another
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guest, or, alternatively, if the closest guest molecule is solidly
embedded in the macromolecule, it may be expelled again.

The ability of a simulation to reproduce the 4-fold increase
of concentration of dye molecules caused by relatively small
structural changes would broaden our understanding of the
guest-host dynamics of the dendrimer (and strongly vouch
for the accuracy of the computational model). Through the
comparison of the results for the two types of guests, one
could also understand the origin of the very different
cosolvation effect obtained for the two structurally similar
dyes. It is believed that the elucidation of the structural and
dynamical properties of dendrimers and their guest-host
systems can be partly achieved using computer modeling.10

Results and Discussion
The flexible branches that characterize the majority of
dendrimers can rearrange to form a myriad of conformations.
Their interconversion is rapid in a liquid, and this exchange
can be partly transmitted to the solid, making the structural
characterization very difficult (see, however, ref 11). Here
we attempt to assist the process of developing a quantitative
understanding of the geometrical and dynamical properties
of their guest-host systems and of the cosolvation effect in
particular. Before presenting the results of the simulations,
it is worth summarizing the experiments. Aqueous solutions
of water-soluble dyes that are not soluble in CH2Cl2 are
shaken together with a CH2Cl2+dendrimer solution. The dyes
move from acidic water, pH)5, whose color fades, the CH2-
Cl2 solution, which becomes colored. The concentration of
the dendrimer in CH2Cl2 is less than 2.5× 10-6 M. The
concentration of the dyes in water is 7.5× 10-5 M.
Aggregation and dishomogeneity due to concentration should
therefore be unimportant on long time scales, although they
may occur locally either at or around the dendrimer. The

measurements indicate that each molecule of dendrimer can
interact, on average, with up to six eosin Y and∼25 Rose
Bengal molecules.

In analogy with what done for the case of Eosin Y, we
performed new molecular dynamics, MD, simulations of the
dendrimer in CH2Cl2 solution with an excess number, i.e.,
40, of molecules of Rose Bengal. The present comparison
of the two sets of simulations for Eosin Y and Rose Bengal
implies the assumption that the equilibria in water play a
similar role for the two dyes.

The previous simulations with Eosin Y’s9 showed that the
excess of twelve dyes is rapidly reduced to the experimental
limit of six. Rose Bengal behaves similarly. The 40 guests
swarm around the dendrimer, Figure 1a, establishing and
breaking contact several times. A clearer view of the behavior
of selected few molecules is presented in Figure 1b.

The average number of guests in contact with the hyper-
branched molecule is shown in Figure 1c. To assist the eye,
the numbers represent averages over 5 ps of dynamics.
Despite the highly dynamical evolution characterized by a
series of departures and arrivals, the macromolecule is able
to host between 21 and 27 Rose Bengals during the whole
simulation.

The modeling reproduces the experimental observation of
a substantial difference in the interaction with the macro-
molecule upon relatively small structural changes of the host.
The calculations may also provide complementary informa-
tion about three main aspects:

1. the shape of the macromolecule, and its variation, during
the dynamics in the absence and in the presence of the guests,

2. the solvent molecules dynamics inside and around the
macromolecule, both in the absence and in the presence of
the guests,

3. the dynamics of the guest molecules.

Scheme 1
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Shape Variation of POPAM-4D. In solvents, dendrimers
tend to have collapsed, compact conformations12 that are
characterized by high internal mobility. The presence of
guests may affect the conformational equilibria. Figure 2a
shows the instantaneous ratios of the largest moment of
inertia divided by either one of the other two, together with
the gyration ratio. A spherical, static dendrimer would have
both ratios constant and equal to one; a cylindrical dendrimer
would have only one of the ratios equal to one, see
computational section for details. Figure 2b displays the
deviations from perfect spherical and cylindrical shapes as
a function of time.

During the dynamics I1/I2 ranges between 1.25 and 1.5,
while I1/I3 ranges between 1.7 and 2.5: the macromolecule
is hardly spherical. The average values of rgyr give additional
information. For POPAM-4D, EY@POPAM-4D, and
RB@POPAM-4D, they were 17.17, 15.93 and 13.86 Å with
largest instantaneous deviations from the average values of
2.23, 1.27, and 0.40 Å. Therefore the guests tend to make
the macromolecule more compact. Because of the lower rgyr,
one of the results of the presence of Rose Bengal is the
effective decrease of the size and number of the pockets that
can encapsulate the guests inside the macromolecule. It can
be surmised that the increased solubility of RB must have
an origin different from the direct interaction between guest
and host. So far as one can think of a dendrimer as a box,
the presence of guests effectively close the dendrimer box
(It may even be thought that the molecules pull the door
with them after entering!).

The nonspherical shape of the macromolecule appears in
the top line of Figure 2b. In the same order as above
(POPAM-4D, EY@POPAM-4D, RB@POPAM-4D), the
average values are 0.62, 0.50, 0.60 with largest instantaneous
deviations of 0.19, 0.19, 0.11. The macromolecules are
therefore hardly spherical. A better description of the
dendrimer is as a cylinder. Indeed, the values of departure
from the perfect cylindrical shape are small and are 0.36,
0.27, 0.33. The relative largest instantaneous deviations are

Figure 1. Simulation of an excess of Rose Bengal molecules
in a CH2Cl2 box with POPAM-4D: (a) instantaneous shortest
distance between an atom of each of the 40 Rose Bengals
and one of the dendrimer; (b) zoom on four of the guests,
which show multiple entrances and exits from contact with
the dendrimer; (c) average number over 5 ps of the Rose
Bengal molecules in contact with the dendrimer.

Figure 2. Dynamics of POPAM-4D in CH2Cl2 solution in
the presence of an excess of Rose Bengal molecules:
(a) instantaneous ratios of moments of inertia I1/I2 and I1/I3,
with I1>I2>I3, the top curve is the gyration radius; (b) top,
deviation from spherical shape, bottom, deviation from cylin-
drical shape.
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0.29, 0.22, 0.16. Overall, it appears that the general shape
of empty POPAM-4D and RB@POPAM-4D departs from
that of EY@POPAM-4D.

The conclusion of this subsection is that the presence of
the guests is a way to manipulate the structure of the
dendrimer, which becomes more cylindrical and denser.

Solvent Dynamics inside POPAM-4D.In solution, the
free dendrimer has∼30 CH2Cl2 molecules in contact with
it at any one time. They can be either on the surface or inside.
The formation of the guest-host system with 6 Eosin Y
decreases them to about 24. Figure 3 shows that in the case
of Rose Bengal, they undergo a further drop to∼12. Because
of the way the simulation is set up, CH2Cl2 molecules are
not initially present inside POPAM-4D. However, the solvent
molecules penetrate very rapidly inside the dendrimer and,
in 200 ps, reach an average number of 12. The process
corresponds to a rather fast equilibration: during this time
the dynamics also reaches a near constant value of the
potential energy. This percolation process does not cor-
respond to a real physical process. It is, however, useful to
understand the rapidity of the solvent movements inside the
dendrimer. In the case of Eosin Y, the same equilibration,
with more molecules was reached in∼60 ps. The different
time frames agree with the more compact structure of
POPAM-4D in the presence of Rose Bengal, which, in turn,
makes movements inside it slower.

The solvent molecules inside rgyr tend to be fewer than
those in contact with the hyper-branched system. The trend
is opposite to that recorded when the guests are Eosin Y’s.9

Although rgyr does not perfectly match the surface of the
dendrimer (the nonspherical shape makes the radius include
regions where there may not be dendrimer atoms and exclude
zones where they are still present), the inversion with respect
to the case of Eosin Y signals that Rose Bengal displaces
CH2Cl2 in the neighborhood of the surface (see below).

Dynamics of the Guest Molecules.While the number of
“permanent” guests at POPAM-4D is roughly constant, their
position is hardly stationary. Figures 4a and 4b give more
details. Figure 4a shows the evolution of the distances

between the centers of mass of the guest Rose Bengals and
that of the dendrimer. At odds with the case of the Eosins
where two molecules resided in the inner core of the
dendrimer (5-10 Å from the center of mass),9 RB’s
distribute rather evenly. This agrees with the more tightly
packed structure of the macromolecule, which does not allow
the dyes to percolate inside it although they do show a
substantial mobility.

Figure 4b shows that a number of guest pairs (or even
trimers) are instantaneously formed. Some of the pairs
permanently leave the macromolecule. The physical dimer-
ization of the guests indicates that in CH2Cl2, Rose Bengal
prefers to interact with itself rather than with the solvent.

Origin of the Cosolvation. The simulations satisfactorily
describe the different nature of the guest-host systems of
POPAM-4D with the two dyes and reproduce their different
amount of solvated molecules. A single bottom line able to
explain the larger solvation of RB’s is, however, still
required.

To obtain it, we calculated the average energies, over time,
of guest-host, guest-solvent, and guest-guest interactions
for each one of the dyes of 12EY@POPAM-4D and
40RB@POPAM-4D. A table with the results is given in the
Supporting Information. Both〈Vguest-host〉 and 〈Vguest-solv〉
resulted quite similar, while〈Vguest-guest〉 is substantially larger
for Rose Bengal. Indeed, the average of the time-averages

Figure 3. Number of solvent molecules, averaged over 5 ps,
around POPAM-4D in CH2Cl2 solution in the presence of an
excess of Rose Bengal molecules: the red line is the number
of solvent molecules with at least one atom less than 2.8 Å
away from an atom of the dendrimer, and the black line is
the number of solvent molecules inside rgyr.

Figure 4. (a) Instantaneous Rose Bengals-POPAM-4D
center-to-center of mass distance for the dyes in contact with
the dendrimer; (b) Rose Bengal physical dimerization: in black
the total number of pairs, in red the number of dimers in
contact with the dendrimer.
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of the interactions for the two dyes are

It appears that the most remarkable difference between
the two dyes arises from〈Vguest-guest〉, with a factor of 5-6
in favor of Rose Bengal. Even discounting the larger number
of Rose Bengals in the simulations, it can be concluded that
the origin of the larger cosolvation effect for this dye arises
from its tendency to form pairs in CH2Cl2. In practice,
POPAM-4D solvates some RB molecules, which subse-
quently assist the solvation of other molecules giving a true
collective cosolvation effect. Interestingly, the radial distribu-
tion of the relative distances of the centers of mass of the
Rose Bengals, Figure 5, shows that the dimers are of two
types. The more abundant type is due to the formation of a
hydrogen bond between the carboxylic hydrogen and a
carbonyl located between the two Iodine atoms, see Scheme
1. The less abundant dimer is due toπ-stack formation, which
is hindered by the nonplanar conformation of the molecule.

To support further the results, we also estimated the free
energy of cavitation in CH2Cl217f which resulted in 22.8 kcal
mol-1 for the monomer and 37.8 kcal mol-1 for the dimer.
The sum of electrostatic and van der Waals terms gives
-69.9 kcal mol-1 for the monomer and-74.6 kcal mol-1

for the dimer. Solubilizing a RB dimer involves a stabiliza-
tion of (37.8-2 × 74.6) - 2x(22.8-69.9) ) -17.2 kcal
mol-1.

Finally, we calculated the rates of entrance-exits or better
contact formation and breaking,ke-e, of the guest molecules
using a time-honored approach.13 As a rule, the kinetic
constants are related to thermodynamics only when the
forward and backward processes are considered at the same
time. However, some general information can still be
acquired from their analysis. Only molecules that spent
between 30 and 70% of their time at POPAM-4D were
considered. The results must be considered semiquantitative.
For EY, kee ) 1.5 × 1011 s-1, while for RB, kee ) 4.4 ×
1011 s-1. These high rates are compatible with molecular

motions in solvents and imply that the behavior of the
macromolecule with respect to its guest is analogous to that
of a real solvent. The larger rate for RB originates from the
presence of dye molecules external to the dendrimer, which
facilitate the extraction of the guests (see below).

Conclusion
MD calculations find that POPAM-4D is a flexible system
where a large number of solvent molecules move nearly
freely. Introduction of extra dye molecules in a thought-
experiment performed using Molecular Dynamics shows that
they tend to leave the macromolecule, first tentatively with
several returns and then permanently, until they reach the
experimental limit of six for Eosin Y and>20 for Rose
Bengal. The presence of the guest molecules compacts the
dendrimer structure and dislodges the solvent molecules
inside it. The guest molecules can still move inside and
around POPAM-4D substantially, but Rose Bengal tends to
form pairs. They swarm in and out of the dendrimer very
rapidly, with similar rate constants, of the order of what is
expected for solvent-solute interactions. It is the tendency
of Rose Bengal molecules to undergo physical dimerization,
which is due to their higher interaction energy, that ultimately
makes POPAM-4D extract more than 20 of them from the
aqueous solution, compared to the lower number reported
for Eosin Y.

Computational Details
All the calculation were performed with the MM3 force field
that has been found to be accurate for organic systems14 and
is parametrized explicitly to describe theπ-π stacking
interactions that govern a sizable part of the interactions in
this system. The parametrization of the S-C and S-N
torsional potential energy curves of the sulfonamide of the
dansyl units that terminate the branches of POPAM-4D was
presented before.9 The molecular dynamics calculations were
run at constant volume and at a temperature equal to 300 K,
using periodic boundary conditions (PBC), with the Tinker
program.15 The temperature was kept constant using the
algorithm proposed by Berendsen et al.16 Periodic boundary
conditions were used throughout with a cubic box with a
linear dimension of 80.58 Å. The approach based on MM3
implemented in the Tinker program has been rather success-
ful in a variety of applications carried out by our group.17

As in the previous work, solvent molecules of CH2Cl2 were
treated explicitly as dipoles.9 Optimized geometries of
POPAM-4D and 40 Rose Bengal molecules were inserted
in an equilibrated box of solvent molecules. All solvent
molecules with center of mass less than 4.2 Å away from
any atom (hydrogens included) of the dendrimer were
removed. The 4.2 Å value was determined by trial and error
to replace an equal number of atoms, which makes for the
most stable simulation box. This leads to a system of 3880
CH2Cl2 molecules plus the guest-host system. Equilibration
was performed in the NVT ensemble at 300 K until the
potential energy converged. During the simulation a plateau
for the total energy is reached (see Figure 1 in the Supporting
Information). This condition is not sufficient per se to prove
that the guest-host arrangement is stable, but it shows that

Figure 5. Radial distribution of the distance of the centers of
mass of the Rose Bengals. The peak of the dimers ∼10 Å is
a doublet due to the presence of two types of aggregates.

for EY, 〈Vguest-host〉 ) -13.9;〈Vguest-solv〉 )

-35.0;〈Vguest-guest〉 ) -4.37 kcal mol-1

for RB, 〈Vguest-host〉 ) -12.3;〈Vguest-solv〉 )

-32.6;〈Vguest-guest〉 ) -25.3 kcal mol-1
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the guest dynamics do not involve strong nonequilibrium
conditions. We also verified that the rotational autocorrelation
function of the molecules of Rose Bengal that form and break
contacts with the dendrimer gives a lifetime shorter than the
simulation time. The correlation time for these motions is
shorter than 200 ps (see Figure 2 in the Supporting
Information). This is less than one-third of the time of the
simulations and is the time needed by the guests, which
wander the most, to explore the different interactions both
with the macromolecule and the solvent. A simulation three
times as long should acquire sufficient statistics.

To analyze quantitatively the results, one can use two
distances. The first is the gyration radius, rgyr,

where mi and ri run over all the masses and the positions of
the atoms of the dendrimer, rCM,d, is the location of the center
of mass of the dendrimer, and Md is the dendrimer mass;
the second and more relevant distance is the shortest distance
between an eosin atom and a dendrimer atom. Two other
useful quantities are the departure from perfect spherical
shape, b, and from perfect cylindrical shape, c,

where the three components of moments of inertia, I, are
I1gI2gI3; in the ideal shape, both b and c are zero.

Finally, the evaluation of the rates of multiple entrance-
exits was calculated using the time correlation model of Allen
and Schofield.13
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Abstract: The hydrogen abstraction reactions of F + CH3F (R1), F + CH3Cl (R2), and F +
CH3Br (R3) are investigated by the dual-level direct dynamics method. Optimized geometries

and frequencies of all the stationary points and extra points along the minimum-energy path

(MEP) are obtained at the MP2/6-311G(d, p) level of theory, and then the energy profiles are

refined at the CCSD(T)/6-311++G(3df, 2pd) level of theory. The basis set superposition error

(BSSE) on the energy changes is corrected by means of the counterpoise method. Using the

variational transition state theory (VTST) with the inclusion of the small-curvature tunneling

correction, the rate constants are calculated over a wide temperature range of 189-2000 K. It

is found that the activation energies for the title reactions are on the order of R1 > R2 > R3 and

the rate constants exhibit just the opposite order of k3 > k2 > k1. Both the activation energies

and the rate constants show the clear-cut linear correlations with the hardness η of the

halomethane molecules. Good agreement between the calculated and experimental rate

constants is obtained at the measured temperatures. Furthermore, we hope that the theoretical

studies for these compounds can give further information concerning the effects of halogen

substitution on the rate constants of this class of hydrogen abstraction reactions.

Introduction
The adverse effect of halogen-substituted hydrocarbons has
attracted international attention.1-3 The important atmo-
spheric species, halomethanes, should be responsible for the
depletion of the ozone layer in the stratosphere and the
greenhouse effect. Thus, to estimate the atmospheric lifetimes
of such species, accurate data for the rate constants as well
as their temperature dependencies are needed. The reactions
including fluorine atoms attract lots of attentions because
fluorine atoms can react with most trace atmospheric
compounds with the rapid rate constants. In early literature,
the considerable experimental investigations4-10 have been
devoted to the kinetics of the hydrogen abstraction reactions
of F + CH3X (X)F, Cl, and Br). For the reaction F+ CH3F
f HF + CH2F (R1), there is larger discrepancy among the
measured rate constants. The experimented value of (6.59
( 1.51)× 10-12 cm3 molecule-1 s-1 10 is much lower than

that of 8.8 × 10-11 cm3 molecule-1 s-1.4 Very recently,
Persky determined the rate constant of (2.8( 0.2) × 10-11

cm3 molecule-1 s-1 at 298 K,9 which agrees well with other
measured values. However, almost all the studies are carried
out at room temperature except that Persky9 reported the
temperature dependence of rate constants from 189 to 298
K and the Arrhenius expression is given. With respect to
the reaction F+ CH3Cl f HF + CH2Cl (R2), there are three
experimental values available at 295 or 298 K,7,11-12 which
show well mutual consistency. Also some experiments are
conducted on the reaction of F+ CH3Br f HF + CH2Br
(R3), in which the results determined by Iyer and Rowland13

are somewhat higher than other values.7,14-15 Contrary to the
considerable experiments, no theoretical information is
available on the reactions of F atoms with halomethanes.

Here, a dual-level (X//Y)16-18 direct dynamics method is
applied to study the kinetic nature of the reactions over a
wide temperature range. In this approach, the required
electronic structure information for the stationary points and
a series of extra points along the minimum energy path

* Corresponding author fax:+86-431-8498026; e-mail: ljy121@
mail.jlu.edu.cn, liujy121@163.com.
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(MEP) are obtained directly from ab initio calculations.
Subsequently, by means of the Polyrate 8.4.1 program19 the
rate constants are carried out using the variational transition
state theory (VTST)20,21proposed by Truhlar and co-workers
for each reaction. The comparison between theory and ex-
periment is discussed. Due to lack of the temperature depen-
dence kinetic data of these reactions, the present theoretical
results are expected to be useful and reasonable to estimate
the dynamical properties of these reactions over a wide
temperature range where no experimental value is available.

Calculation Methods
All of the electronic structure calculations are carried out
with the Gaussian 98 program.22 The geometries, energies,
and frequencies of all the stationary points, including the
reactants, transition states (TSs), and products involved in
the three reactions, are computed by using restricted or
unrestricted second-order Møller-Plesset perturbation theory
with the 6-311G(d, p) basis set (MP2/6-311G(d, p)). To
obtain more reliable reaction enthalpies and barrier heights,
high level single-point calculations for the stationary points
are performed at the CCSD(T) level (coupled-cluster ap-
proach with single and double substitutions including a
perturbative estimate of connected triples substitutions) with
the flexible 6-311++G(3df, 2pd) basis set using the MP2
optimized geometries. To test the consistency of the calcu-
lated geometries and energies, we also employ higher
electronic correlation level QCISD (quadratic configuration
interaction with single and double substitutions) for the CH3F
+ F reaction. The minimum-energy path (MEP) is calculated
by the intrinsic reaction coordinate (IRC) theory at the MP2
level to confirm that the TS really connects with minima
along the reaction path. The first and second energy
derivatives at geometries along the MEP are obtained to
calculate the curvature of the reaction path and to calculate
the generalized vibrational frequencies along the reaction
path. The potential profile is further refined at the CCSD-
(T)/6-311++G(3df, 2pd)//MP2/6-311G(d, p) level. Further-
more, the effect of the basis set superposition error on the
energies is considered by means of the counterpoise method
proposed by Boys and Bernardi.23 The initial information
on the potential energy surface is used to evaluate the rate
constants by means of the Polyrate 8.4.1 program. The rate
constants are calculated by using the variational transition
state theory (VTST)20,21proposed by Truhlar and co-workers.
The specific level of VTST that we used is canonical
variational transition-state theory (CVT)24 with the small-
curvature tunneling (SCT)25 method. The2P1/2 and 2P3/2

electronic states of the fluorine atom, with a splitting of∆E
) 404 cm-1 (1.15 kcal mol-1) due to the spin-orbit
coupling, are used in the calculation of the electronic partition
functions. It should be noted that the spin-orbit effect would
lower the energy of the lower state (i.e.,2P3/2 electronic state)
of the F atom. Furthermore, as pointed out by Truhlar et.
al.,26 the spin-orbit coupling is essentially fully quenched
at the transition state and the nonrelativistic treatment will
give a good approximation to the correct energy. With the
same consideration, in this article the effect of the spin-
orbit coupling is considered in the reactant partition function

and is neglected in the saddle point, that is, the effective
barrier heights are increased. As a result, the rate constants
can be expected to slightly decrease when the spin-orbit
coupling is considered only in the reactant partition function.
The curvature components are calculated by using a quadratic
fit to obtain the derivative of the gradient with respect to
the reaction coordinate.

Results and Discussion
1. Stationary Points.The geometric parameters of all the
stationary points including the reactants, complexes, products,
and transition states optimized at the MP2/6-311G(d, p) level
are shown in Figure 1 as well as the available experimental
values27-29 for comparison. As can be seen from Figure 1,
the largest deviation between theoretical bond lengths and
experimental values is 0.1 Å, and the largest deviation of
the angle is about 3°. It is clear that the theoretical values
are in reasonable accord with the experimental ones. At the
MP2 level, complexes CR1, CR2, and CR3 are located at the
entrance channel of reactions R1, R2, and R3, respectively,
in which the H-F bond lengths are 3.2, 2.7, and 2.7 Å,
respectively. Also, there exist three complexes CP1, CP2, and
CP3 located at the product sides of three reactions. With
respect to the three transition states, all of the breaking C-H

Figure 1. Optimized geometries of CH3F, CH3Cl, CH3Br, HF,
CH2F, CH2Cl, CH2Br, complexes, and three transition states
at the MP2/6-311G(d, p) level. The values in the parentheses
are the experimental values.27-29 Bond lengths are in ang-
stroms and angles are in degrees.
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bonds are elongated by 4.6% compared to the C-H equi-
librium bond length in isolated CH3F, CH3Cl, and CH3Br,
respectively; and the forming H-F bond is elongated by 55,
53 and 53% with respect to the H-F equilibrium bond length
in isolated HF, respectively. The elongation of the forming
bond is greater than that of the breaking bond, indicating
that the three TSs are reactant-like, i.e., all these reactions
proceed via “early” transition states. This rather early
character in these transition states is in accordance with the
low barrier heights and the exothermicity of these reactions,
in keeping with Hammond’s postulate.30

The harmonic vibrational frequencies are calculated at the
same level of theory to characterize the nature of each critical
point and to make zero-point energy (ZPE) corrections. Table
1 lists the harmonic vibrational frequencies of all the
stationary points along with the available experimental
data.27-29,31Our calculated frequencies are in good agreement
with the experimental values, with the largest deviation
within 9%. The number of imaginary frequencies (0 or 1)
indicates whether a minimum or a transition state has been
located. All of the complexes have only real frequencies.
The transition state is confirmed by normal-mode analysis
to have only one imaginary frequency, which takes the values
of 866i, 954i, and 1028i cm-1, respectively.

The reaction enthalpies (∆H298°) and classical barrier
heights (∆E(0K)) calculated at the MP2/6-311G(d, p) and
CCSD(T)/6-311++G(3df, 2pd)//MP2 levels with ZPE and
BSSE corrections are listed in Table 2. The calculated
enthalpies of-34.80,-36.73, and-35.58 kcal mol-1 for

the series of reactions at the higher level are in good
agreement with the experimental values of-36.14( 3.3,
-35.54( 2.3, and-35.64( 2.3 kcal mol-1, respectively,
which is derived from the experimental standard heats of
formation (CH3F, -56 ( 1 kcal mol-1; CH3Cl -19.6 kcal
mol-1; CH3Br, -8.5 kcal mol-1; CH2F, -8 ( 2 kcal mol-1;
CH2Cl, 29 ( 2 kcal mol-1; CH2Br, 40 ( 2 kcal mol-1; HF,
-65.14( 0.2 kcal mol-1; F, 19.0( 0.1 kcal mol-1).32 For
reactions CH3F + F f CH2F + HF, CH3Cl + F f CH2Cl
+ HF, and CH3Br + F f CH2Br + HF, the complexes CR1,
CR2, and CR3 are first formed with relative energies being
-0.38,-0.32, and-1.52 kcal mol-1 below the reactants of
CH3F + F, CH3Cl + F, and CH3Br + F at the CCSD(T)//
MP2 level with ZPE corrections, respectively. Then starting
from the complex, each of the reaction passes through a
reactant-like transition state to form another complex with
relative energies of 0.70, 0.19, and 0.23 kcal mol-1 below
the products of CH2F + HF, CH2Cl + HF, and CH2Br +
HF, respectively. It is seen that the energies of the complexes
are very close to those of the reactants or products, so one
question arises: do these complexes really exist or is it an
artifact due to the theoretical methods? To test the stability
of the complexes, the basis set superposition error (BSSE)
correction is estimated using the counterpoise method. At
the CCSD(T)/6-311++G(3df, 2pd) level, we obtain BSSEs
of 0.28, 0.38, and 0.48 kcal mol-1 for CR1, CR2, and CR3,
respectively. Thus, the BSSE-corrected energies for three
complexes are-0.11, 0.06, and-1.04 kcal mol-1, respec-
tively. Similarly, the corresponding values for complexes

Table 1. Calculated and Experimental Frequencies (in cm-1) of the Reactants, Complexes, Products and Transition States
at the MP2/6-311G(d, p) Level

MP2/6-311G(d, p) exptl.

CH3F 1106,1224,1224,1519,1519,1537,3088,3186,3186 1049,1182,1182,1464,1464,1467,2965,3006,3006a

CH3Cl 784,1064,1064,1441,1496,1496,3119,3227,3227 732,1017,1017,1355,1455,1455,2968,3054,3054b

CH3Br 648,990,990,1381,1496,1496,3121,3237,3237 611,955,955,1306,1443,1443,2935,3056,3056c

HF 4252 4138d

CH2F 713,1206,1212,1520,3193,3351
CH2Cl 161,879,1046,1474,3239,3394
CH2Br 98,732,967,1438,3232,3390
CR1 10,18,20,1107,1224,1224,1519,1519,1536,3088,3186,3187
CP1 60,91,116,288,315,779,1209,1212,1516,3193,3350,4195
CR2 19,67,87,783,1065,1069,1442,1498,1500,3122,3226,3237
CP2 36,75,112,282,285,561,880,1051,1471,3222,3371,4200
CR3 27,28,78,647,991,994,1379,1495,1498,3125,3238,3246
CP3 30,74,108,279,289,559,735,972,1437,3214,3364,4196
TS1 866i,103,144,853,1146,1207,1307,1388,1523,1864,3133,3224
TS2 954i,77,149,780,835,1050,1198,1349,1466,1746,3162,3252
TS3 1028i,81,164,603,724,981,1171,1346,1444,1784,3167,3260
a From ref 27. b From ref 28. c From ref 31. d From ref 29.

Table 2. Enthalpies (in kcal mol-1) and Barrier Heights (in kcal mol-1) at MP2/6-311G(d, p) and CCSD(T)/6-311++G(3df,
2pd)//MP2/6-311G(d, p) Levels and Available Experimental Values

CH3F + Ff HF + CH2F CH3Cl + Ff HF + CH2Cl CH3Br + Ff HF + CH2Br

levels ∆H298
0 ∆E(0 K) ∆H298

0 ∆E(0 K) ∆H298
0 ∆E(0 K)

MP2 -32.58 3.48 -32.71 3.86 -31.75 3.90
CCSD(T) -34.80 -4.02 (-2.27)b [-0.81]c -36.73 -5.12 (-3.18)b -35.58 -5.16 (-3.30)b

exptl.a -36.14 ( 3.3 -35.54 ( 2.3 -35.64 ( 2.3
a From ref 32. b The values in the parentheses including BSSE corrections. c The values in the square bracket obtained at the CCSD(T)/6-

311++G(3df, 2pd)//QCISD/6-311G(d, p) level with BSSE correction.
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CP1, CP2, and CP3 are -0.22, 0.30, and 0.25 kcal mol-1

relative to the products, respectively. It can be found that
complexes CR2, CP2 and CP3 disappear when BSSE cor-
rection is included. With respect to the barrier heights, the
calculated results of three reactions obtained at the MP2 level
are 3.48, 3.86, and 3.90 kcal mol-1, respectively, while at
the CCSD(T)//MP2 level, the corresponding values are 4.02,
5.12, and 5.16 kcal mol-1 below the reactants, respectively.
When the BSSE is considered, as calculated in the com-
plexes, the barrier heights are-2.27,-3.18, and-3.30 kcal
mol-1 at CCSD(T)//MP2 level, respectively. Moreover, for
comparison we performed the optimization calculation for
reaction R1 at higher level of electron correlation QCISD/
6-311G(d, p) with the single-point energies for the stationary
points at the same CCSD(T)/6-311++G(3df, 2pd) level
(Table 2). The calculated enthalpies (∆H298°) value is-34.81
kcal mol-1 at the CCSD(T)//QCISD level, which is in
excellent agreement with both the experimental results and
the theoretical ones obtained at the CCSD(T)//MP2 level.
The barrier height of reaction R1 is-0.81 kcal mol-1 at
CCSD(T)//QCISD level with ZPE and BSSE corrections. It
can be found that the classical barrier heights obtained at
two higher levels are very closed except that the value
calculated at CCSD(T)//QCISD level is slightly higher than
that obtained at CCSD(T)//MP2 level.

The potential profile is further refined by performing a
series of single point calculations at the CCSD(T)/6-
311++G(3df, 2pd)//MP2 level including the BSSE correc-
tion. The classical potential energy curve (VMEP(s)), the
vibrationally adiabatic ground-state potential energy curve
(Va

G(s)), and the zero-point energy (ZPE) curve of the
reaction R1 as a function of the intrinsic reaction coordinate
(s) are plotted in Figure 2, whereVa

G(s) ) VMEP(s) + ZPE-
(s). As can be seen, theVMEP andVa

G curves are similar in
shape, and the ZPE is practically constant ass varies with
only a gentle drop near the saddle point. It should be noted
that the locations of maximum on theVa

G(s) and VMEP(s)
energy curves shift in thes direction toward the reactants

and the maximum of the two curves are slightly higher than
the reactants. This is the case that the saddle-point position
of the dual-level is generally shifted. The same conclusion
can be drawn from the other two reactions.

The variations of the generalized normal-mode vibrational
frequencies along the MEP of reaction R1 is shown in Figure
3, and the similar figures for the reactions R2 and R3 are
omitted for simplicity. In the negative limit ofs, the
frequencies are associated with the reactants F+ CH3F, and
in the product region the frequencies correspond to the
products HF+ CH2F. In Figure 3, all of the frequencies
except for mode 1 do not change significantly on going from
the reactants to the products. The “reactive mode” 1 relating
to the breaking/forming bonds has a significant change from
s ) 0 to 1.0 (amu)1/2 bohr on the MEP. These drops should
cause considerable falls in the ZPE near the saddle point.
On the other hand, the two lowest harmonic frequencies cor-
responding to free rotations and translations of the reactants
evolve into vibrations and they present a maximum near the
saddle point. The behavior of these transitional modes
partially compensated the fall in the ZPE caused by the
reactive mode, thus the ZPE shows small variations withs.

2. Dynamics Calculation.Dual-level (X//Y)16-18 direct
dynamics calculations are carried out for the three reactions
using the variational transition-state theory. The BSSE-
corrected and noncorrected PES information for each reaction
obtained at the CCSD(T)/6-311++G(3df, 2pd)//MP2/6-
311G(d, p) level is put into Polyrate 8.4.1 program19 to
calculate the VTST20,21 rate constants over the temperature
range from 189 to 2000 K. The forward rate constants are
calculated by canonical variational transition-state theory
(CVT)24 with the small-curvature tunneling (SCT)25 method.

The theoretical rate constants based on the BSSE-corrected
PES and the available experimental values are shown in
Figure 4a-c. For the reaction of CH3F + F (see Figure 4a),
our calculated results agree well with the experimental
values5-9 except the results reported by Nielsen et. al. (8.8
× 10-11 cm3 molecule-1 s-1)4 and the values given by
Kowalczyk et. al. ((6.59( 1.51) × 10-12 cm3 molecule-1

Figure 2. Classical potential energy curve (VMEP), ground-
state vibrationally adiabatic energy curve (Va

G), and zero-point
energy curve (ZPE) as functions of s (amu)1/2 bohr at the
CCSD(T)/6-311++G(3df, 2pd)//MP2/6-311G(d, p) level with
BSSE correction for the CH3F + F f CH2F + HF.

Figure 3. Changes in the generalized normal-mode vibra-
tional frequencies as functions of s (amu)1/2 bohr at the MP2/
6-311G(d, p) level for the CH3F + F f CH2F + HF.

204 J. Chem. Theory Comput., Vol. 1, No. 2, 2005 Wang et al.



s-1).10 The deviation remains within a factor of about 1.4-
2.0. Moreover, the Arrhenius expression ofk1 ) 4.71 ×
10-11exp(-317.2/T) cm3 molecule-1 s-1 fitted by the CVT/
SCT rate constant in the temperature range 189-298 K is
in good accord with that reported by Persky,9 k ) (1.03(
0.13)× 10-10exp[-(390 ( 60)/T] cm3 molecule-1 s-1. As
to the hydrogen abstraction reaction of CH3Cl + F (see
Figure 4b), the agreement between the theoretical rate
constants and experimental ones7,11-12 is considerably good,
where the factor of deviation is only 1.0-1.4. As can be
seen from Figure 4c the experimental rate constant7,13-15 for
CH3Br + F reaction determined by Iyer and Rowland13 is
slightly higher than the other data, and our calculated result
is in better agreement with the latter. In addition, the
theoretical rate constants calculated on the potential energy
surface without a BSSE correction are shown in the Sup-
porting Information. It is obvious that when the BSSE
correction is included in the classical barrier heights increase,
as a result, the values of rate constants are lowered about
1-3 times in the lower temperature range. However, the
discrepancy between them becomes smaller and almost
disappears with the temperature increasing.

To reflect the effect of halogen substitution on the
reactivity of the C-H bond, Arrhenius expressions are fitted
based on the calculated rate constants of the three reactions
in the temperature range 225-600 K. The preexponential
factors (A) and activation energies (Ea) are given in Table
4. It is shown that there is a slight influence on both A and
Ea for the halogen substitutions from F to Br. The activation
energies decrease in the order of R1 (1.00)> R2 (0.84)>

R3 (0.83), but the discrepancy among them is considerably
small. Thus, it results in a small decrease of the rate constant
from R3 to R1, i.e.,k3 > k2 > k1. In addition, the activation
energies of these reactions are correlated with the hardness
of the halomethane molecules.33 The hardnessη is defined
as η ) (IE-EA)/2, where IE and EA are the first vertical
ionization energy and electron affinity of the molecule,
respectively. The values of the hardnessη of CH3F, CH3Cl,
and CH3Br are 164.6, 139.4, and 130.6 kcal mol-1 at the
CCSD(T)//MP2 level, respectively, decreasing in the order
of CH3F > CH3Cl > CH3Br. Clearly, if the systems become
softer, charge transfer between the reactants will be easier
and the reaction will become more activity.

Owing to the good agreement between the theoretical and
experimental values, it is reasonable to believe that our
calculated results will provide a good estimate for the kinetics
of the reactions in the high-temperature range. Note that
although there have been some kinetic studies performed on
the title reactions, most of the rate constants are measured
around room temperature. Therefore, for convenience of
future experimental measurements, the three-parameter fits
for the CVT rate constants for the title reactions within 189-
2000 K give the expressions as follows (in cm3 molecule-1

s-1):

Table 3. Calculated Rate Constants (in cm3 molecule-1 s-1) for the Reaction (a) CH3F + F f CH2F + HF, (b) CH3Cl + F
f CH2Cl + HF, (c) CH3Br + F f CH2Br + HF in the Temperature Range from 189 to 2000 K and Available Experimental
Values

T (K) k1(1011) kexptl.(1011) k2(1011) kexptl.(1011) k3(1011) kexptl.(1011)

189 0.90 1.30 ( 0.10a 1.23 1.45
219 1.10 1.76 ( 0.20a 1.43 1.70
225 1.13 1.47 1.75
251 1.31 2.17 ( 0.20a 1.61 1.98
275 1.48 1.74 2.19
295 1.62 3.7 ( 0.8b 1.88 2.4 ( 0.5h 2.36 6.1 ( 0.7j

3.3 ( 0.7b 4.5 ( 0.9k

3.0 ( 0.7b

296 1.63 1.89 2.37 4.5 ( 0.2l

298 1.64 8.8c 1.90 2.4 ( 0.7i 2.39
3.6 ( 0.2d

3.0e

2.8 ( 0.6f

2.76 ( 0.20a

0.66 ( 0.15g

300 1.66 1.92 2.41
400 2.46 2.69 3.31
500 3.41 3.60 4.35
600 4.56 4.66 5.65
900 8.94 8.73 10.5

1000 10.6 10.4 12.5
1200 14.2 13.9 16.8
1500 20.6 19.6 24.0
2000 33.0 31.3 37.8

a From ref 9. b From ref 7. c From ref 4. d From ref 5. e From ref 6. f From ref 8. g From ref 10. h From ref 12. i From ref 11. j From ref 13.
k From ref 14. l From ref 15.

k1 ) 5.38× 10-16T1.75exp(109.7/T)

k2 ) 3.81× 10-16T1.78exp(202.2/T)

k3 ) 7.06× 10-16T1.72exp(176.3/T)
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Conclusion
In the present paper, we employ an ab initio direct dynamic
method to study three hydrogen abstraction reactions of
CH3X (X)F, Cl, and Br) with F atoms. The potential energy
surface information is obtained at the MP2/6-311G(d, p) level
and higher level energies of the stationary points are
calculated at the higher CCSD(T)/6-311++G(3df, 2pd) level
with ZPE and BSSE corrections. The rate constant calcula-
tions are carried out using the variational transition state
theory (VTST) at the CCSD(T)//MP2 level over a wide
temperature range of 189-2000 K. The correlation among
the activation energies, the rate constants, and the hardness
of the halomethane molecules is discussed. For three
reactions the calculated rate constants decrease in the order
of k3 > k2 > k1, which is just opposite of the orders of the
theoretical activation energies and the hardness of halom-
ethane molecules. Theoretical rate constants show good
agreement with the available experimental values. The three-
parameter expressions (in cm3 molecule-1 s-1) for three
reactions within 189-2000 K arek1 ) 5.38 × 10-16T1.75-
exp(109.7/T), k2 ) 3.81× 10-16T1.78exp(202.2/T), andk3 )
7.06× 10-16T1.72exp(176.3/T) cm3 molecule-1 s-1. We hope
the theoretical results may be useful for estimating the
kinetics of the reactions over a wide temperature range where
no experimental data are available.
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Abstract: We present an efficient and numerically robust algorithm to follow diffusive processes

on rough potential energy surfaces. The hierarchical nature of the algorithm (hierarchical discrete

approximation or HDA) fully explores the fine- and coarse-grained structure of the underlying

interaction potential. The present approach does not impose any restriction on the topology of

the potential. The hierarchical grid allows to capture the roughness of the potential and achieve

significant reduction of computational time using fewer grid points compared to other DA methods.

HDA is shown to be accurate and efficient by comparing with results from the conventional DA

and from the “mean first passage time” (MFPT) method. Using potential-optimized grids HDA

monotonically converges to results from an analytical treatment for a very rough interaction

potential (107 minima). Contrary to MFPT the solution from HDA is numerically stable. Because

of the hierarchical structure of the method HDA can be extended to multidimensional problems.

I. Introduction
The notion of structured (rough) energy landscapes is an
important concept in understanding dynamical processes in
complex systems. Examples include, but are not limited to,
the folding of proteins1,2 or the reaction of two end-groups
in a polymer or polypeptide chain.3-5 For most systems
exhibiting complex behavior the underlying potential or free
energy surface has a hierarchical structure with many local,
functionally relevant minima.6,7 As an example, the motion
of a peptide or a protein takes place on an energy landscape
characterized by a large number of conformational substates
(CS).8-11 At sufficiently low temperatures the system can
be trapped in one of the many, essentially isoenergetic
substates. The dynamics on this landscape is governed by
the heights of the barriers between the local minima which
can be of the order of severalkT. An important question
concerns the time scales on which an initial population of
CSs relaxes toward a steady state which, in the case of a
protein, is the native state. For this, one or several progression
coordinates are usually defined along which an initial
population evolves in space and time.12

It is of considerable interest to follow the reaction kinetics
governed by this complex, rough potential energy surface.
One possibility is to characterize the temporal and spatial
relaxation of an initial distributionp(x, 0) to the final, steady-
state (equilibrium) distributionpeq(x). To this end the
Smoluchowski equation (SE) is solved for the particular
potential energy functionV(x) or the multidimensional energy
landscape (for an illustrative example see Figure 9 in ref 9).
SinceV(x) may be rough (which implies variations on a short
spatial dimension), with functionally relevant local minima,
it is important to resolve as many details ofV(x) as possible.
Under such circumstances the entire morphology ofV(x) is
important, and averaging over its structural features would
alter the predicted dynamics and time scales.

There exist several methods to solve SEs. They include
finite-difference schemes inx andt,12 finite-differences inx
with time propagation based on the formal solution of the
time-dependent part,13,14 basis set expansions,15,16 computer
simulations, or path integrals.15 In the first approach one
follows the evolution ofp(x, t) using finite difference
approximations inx and t. Such an approach (implicit
scheme) is based on spatial and temporal discretization with
resolution∆x and ∆t. Since finding the solution at a later
time requires knowledge about the solution of the SE at the

* Corresponding author phone:+41 61 267 3821; fax:+41 61
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previous time steps implicit methods are best suited to
investigate fast processes or situations where interconversion
barriers are low.12 The second approach uses the closed form
for the probability distribution. This requires the diagonal-
ization of the rate constant matrix constructed on a discrete
spatial grid with resolution∆x. With an increasing number
of grid points the computational effort significantly increases
due to storage requirements and execution time. Both grow
exponentially with the number of degrees of freedom. After
diagonalization of the rate matrix the time evolution of
p(x, t) can be readily evaluated at any givent. One method
belonging to the latter class is the discrete approximation
(DA). Although the first two methods are conceptually simple
and appealing, their applicability to problems with realistic
potential energy curves is limited.17 With an increasing
number of intermediate states,∆x must decrease and the
number of grid points required increases. Such a procedure
becomes impractical for very fine grids since the size of the
rate matrix increases with an increasing number of CSs. Basis
set expansions suffer from similar limitations and the fact
that the required eigenvalues are only known for very simple
interaction potentials.16 The major concern in applying
methods based on computer simulations is the reduction of
statistical errors. Finally, progress has been made in using
path integral techniques although numerically robust results
at a reasonable computational effort were limited to smooth
one-dimensional potentials.18,19 Other methods, primarily
related to the motion on rough potential energy curves,
include approximations based on analytical mean first
passage times.14,17,20 Unfortunately, these approaches are
restricted to one-dimensional systems, and generalizations
to multidimensional dynamics are difficult and in fact seem
not to have been successful so far.17

In this work we present a numerically robust and com-
putationally efficient algorithm to solve the SE for rough
potentials. The method explores the hierarchical structure
of complex energy landscapes for which averaging over the
roughness may not be possible. We apply the method to
smooth and rough potentials and, if available, compare the
results with previously developed methods. The model
potentials we investigate include a harmonic potentialV(x)
) 1/2 kx2 (H1), a double well potentialV(x) ) cos(3.14(x
- 3)) (A1), a rough one-dimensional potentialV(x) ) kx2/2
+ ε(cos(167x) + sin(73x)) (R1) wherek ) 19.84 (kcal/mol)/
Å2, ε ) 0.595 kcal/mol (see Figure 1) and two-dimensional
potentialsV(x, y) ) 1/2 kr2 (H2), V(x, y) ) -2cos(6r) +
(exp(r - 0.7))2 (A2), V(x, y) ) 5r2 + 0.5(cos(45(r - 0.0655))
+ sin(30(r - 0.0655))) (R2), wherer2 ) x2 + y2 and the
last is a rough potential.

Each of the potentials relates to different physical situa-
tions. H1 is a test potential used in previous work14 for the
motion in a harmonic potential and the problem can be solved
analytically, and A1 involves barrier crossing which becomes
important for example in chemical reaction dynamics. R1 is
a harmonic potential with a rough background, which was
previously used and for which an algebraic treatment
exists.14,17The same physical picture applies to the potentials
in two dimensions.

II. Description of the Hierarchical DA Method
In the large-friction limit the Fokker-Planck equation leads
to the Smoluchowski equation which, in one spatial dimen-
sion x, reads

Here,D(x) is a space-dependent diffusion constant,V(x) is
the interaction potential,â ) 1/kT is the Boltzmann factor
and p(x, t) is the space and time-dependent probability
distribution. In the followingD is taken to be constant, i.e.,
D(x) ) D ) 0.03Å2/s. Using finite differences to approximate
the derivatives, equation (1) can be recast as a Master
equation13

Here l (n|n ( 1) are the rates to move to the left and to the
right from the starting pointxn.

The time evolution ofp(x, t) in Equation (1) can be
followed numerically whereby the space coordinate is
discretized such that the continuous variablex takes discrete
valuesxn, n ) 1, . . . , N + 1. The solution to (1) may be
obtained by solving equations (2). In DA the rate coefficient
l(m|n) for making a transitionxn f xm is given by

with d ) xn+1 - xn (see ref 13).
For rough potentialsV(x) the number of grid pointsn

required to resolve the roughness increases rapidly. This leads
to large matrices that have to be accurately diagonalized. In
the present work we explore the possibility to solve the (SE)
on a hierarchy of grids by defining a coarse grid (N) and a
subgrid (M) by dividing each interval (xn, xn+1) into j ) 1,
. . . , M + 1 points. The mean passage timeτ(n + 1|n) from
xn to xn+1 is given by21

and the corresponding rate coefficients arelHDA(n + 1|n) )
1/τ(n + 1|n). For findingpb{M+1}(x, t) (pb{M+1}(x, t) is the vector
of probabilities in pointsx1, . . . , xM+1 on each subinterval)
we use the DA method, and the solution of (2) can be
determined from

The elements of matrixU and λB are the eigenvectors and
eigenvalues of the rate matrix, respectively. The boundary
conditions on each subinterval are

∂p(x, t)
∂t

) ∂

∂x
D(x)e-âV(x) ∂

∂x
[eâV(x)p(x, t)] (1)

∂p(xn, t)

∂t
) l(n|n + 1)p(xn+1, t) + l(n|n - 1)p(xn-1, t) -

(l(n + 1| n) + l(n - 1| n))p(xn, t) (2)

l(m|n) )
D(n) + D(m)

2d2
exp(-

â(V(m) - V(n))
2 )

τ(n + 1|n) ) ∫0

∞ ∑
j)1

M

p(xj, t)dt ) ∫0

∞
(1 - p(xM+1, t))dt (3)

pb{M+1}(x, t) ) U exp(λBt)U-1pb{M+1}(x, 0)

l(1|0) ) l(0|1) ) 0,

l (M + 2|M + 1) ) l(M + 1|M + 2) ) 0,

Smoluchowski Equations with Rough Potentials J. Chem. Theory Comput., Vol. 1, No. 2, 2005209



and the initial condition for the probability distribution is a
δ-function at the first point of each subinterval. Taking
pb{M+1}(x, 0) ) {δjp1} the probabilityp(xM+1, t) at grid point
xM+1 (required forτ(n + 1|n)) is

whereUM+1,k and Uk,1
-1 are the (M + 1, k)-th and (k, 1)-th

elements of the matricesU andU-1, respectively. Substituting
this expression into equation (3) the integral can be evaluated
analytically to yield

The coefficientslHDA(n|n + 1) are determined from the
condition of detailed balance

wherepe(x) is the Boltzmann equilibrium probability distri-
bution for the potentialV(x).

Figure 1. The different 1-d potentials for which the Smoluchowski equation is solved together with the time evolution of the
position of the center-of-mass coordinate xcm(t)/x0 as a function of time. (A) For the harmonic potential HDA(30/M) with moderate
values of M gives the known analytical result, while for conventional DA 120 points are required. (B) For the double well potential
(A1) the initial distribution at x ) 1.5 relaxes to xcm ) 2 which is halfway between the two minima of the symmetric potential.
HDA(30/2) is found to yield dynamics very close to DA(240). (C) R1 has 107 minima with the global minimum at x ) -0.06. All
methods show decay to the same limiting ê(t), while their dynamics differs somewhat. Note that t is on a logarithmic scale
throughout.

l(M|M + 1) ) 0

p(xM+1, t) ) ∑
k

UM+1,k exp(λkt)Uk,1
-1

τ(n + 1|n) ) ∑
k

UM+1,k

1

λk

Uk,1
-1

lHDA(n|n + 1) )
lHDA(n + 1|n)pe(n)

pe(n + 1)
(4)
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III. Results
In all cases reflecting boundary conditions are used for the
coarse gridN. The left and right boundaries are [-2,2] for
H1 and R1 and [1.5] for A1. For the 2-d calculations they
are a square on [-1,1] in both dimensions for H2 and R2
and [-1.5,1.5] in both dimensions for A2. In the following
we will use the notation DA(N) for a DA calculation withN
spatial grid points and HDA(N/M) for an HDA calculation
with N coarse grid points andM points in the subgrid.

1-Dimensional Potentials. A convenient measure for the
relaxation from the initial distributionp(x, 0) is to follow
the center-of-massê(t) ) xcm(t)/x0 of the distribution, where
p(x, 0) is the initial distribution which is aδ-function located
at the nearest grid point tox0 ) -1.5, 1.5 and-1.0 for cases
H1, A1, and R1, respectively. In Figure 1 the time evolution
of ê(t) of the distribution function calculated by DA and
HDA is shown for the three different 1-d potentials.

For the harmonic potential H1, DA(30) is far from the
analytical result, while HDA(30/2) and HDA(30/5) rapidly
approach the exactê(t). Convergence toward the known
result is much slower for conventional DA and only achieved
for DA(120). The relative speedup of HDA compared to
conventional DA is about a factor of 50.

For the anharmonic potential (A1) DA(30) yields a
somewhat slower decay toward the minimum than HDA(30/
2) which givesê(t) in close agreement to the one calculated
with DA(240) (see Figure 1B). It is only in the very long
time limit (t > 500s) thatê(t) from HDA(30/2) and DA-
(240) start to show appreciable differences. Calculations with
DA(1000) give ê(t) marginally different from DA(240).
Using MFPT(60), the method from ref 14,ê(t) converged
to the correct long-time limit (ê(t) ) 2). However, the overall
behavior ofê(t) was different from the ones shown in Figure
1B using either DA or HDA. To understand this further
p(x, t) at different time t was calculated and is shown in
Figure 2. They were calculated with MFPT(60) (the method
from ref 14) and HDA(60/2). Using the MFPT-methodp(x,
t) has reached the equilibrium distributionpe(x) for t > 6000
while p(x, t) from HDA is stationary aftert > 1000 which
means that the two methods yield different dynamics. As is
shown,p(x, t f ∞) from MFPT does not converge to the
knownpe(x) althoughê(t) reaches the correct long time limit.
One possible explanation is that the rate coefficients used

in the MFPT method do not explicitly fulfill the condition
for detailed balance (equation (4)).

Besides the motion in a harmonic and bistable potential,
energy profiles with roughness are of interest. Previous
work14,17 has established that the average positionxcm(t) of
the particle diffusing on the R1 potential (roughness with a
harmonic background) can be found from the analytical
formula for H1 with a modified effective diffusion coefficient
D′

whereD′ ) D exp[-(ε/kâT)2]. Generalizations to potentials
with different than a harmonic background apparently have
not yet been discussed in the literature. The R1 potential
has 107 local minima on the interval [-2,2]. In Figure 1C
the results from DA, HDA and the result from formula (5)
are shown. The latter result is taken as the reference. One
possible (but somewhat arbitrary) measure to compare the
different methods is the timeτ at whichê(t) has reached its
half time valueê(t) ) 0.5. For the result from formula (5)
τ ) 1.9 while for DA(120)τ ) 1.2. Using HDA(60/2) and
HDA(60/5) gives faster kinetics (withτ ) 0.89 andτ ) 1.07,
respectively). It is interesting to note that with increasingM
at constantN the solution from HDA systematically improves
and converges. However, with equidistant points it was not
possible to approach the result from formula (5).

With DA and HDA it is also possible to use nonequidistant
grids. Locating thexi at the local minima of R1, i.e.,
N ) 107, theê(t) from HDA(107/2) is closer to theê(t)
calculated from formula (5) thanê(t) from DA(120) and for
HDA(120/5) and ê(t) ) 0.5 was reached atτ ) 1.52.
Previously it was shown that the MFPT method gives
essentially exact results even withN ) 30.14 However, by
increasingN to N ) 35 we found that MFPT is unstable.
For the R1 potentialê(t) should be strictly bounded (1e
ê(t) e 0, see Figure 1C). However, forN > 30 ê(t) from
MFPT takes values outside this interval. Contrary to that,
HDA monotonically converges for fixedN and increasing
M.

2-Dimensional Potentials.In 2 spatial dimensions the
application of conventional DA already becomes prohibitive.
The maximum number of intervals possible wasN ) 50 in
each dimension. Here we used the same number of intervals

Figure 2. Normalized probability distributions p(x, t) for different times t calculated by the MFPT method (ref 14) and HDA for
the A1 potential. For both cases the stationary Boltzmann equilibrium distribution pe(x) is also given. As shown p(x, t) from
MFPT(60) does not converge to pe(x), while the distribution from HDA(60/2) does.

xcm(t) ) x0exp(-kâD′t) (5)
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in the x and y direction. However, depending upon the
topology of V(x, y) this might not be the optimal choice.
There are different possible measures how to compare the
relaxation fromp(x, y, 0) tope(x, y) (p(x, y, 0) is aδ-function
located at the nearest grid point to (x0, y0) ) (-0.8, -0.8)
for H2; (-1, -1) for A2 and (-0.9, -0.9) for R2,
respectively). One possibility is to follow the mean value of
the length of the radius vector of the distributionp(x, y, t).
The radius vector is measured from the point (0,0) to the
point (xi, yj), and we define the mean radius asrm(t) ) ∑i,j)1

N+1

r(xi, yj)p(xi, yj, t). To compare the results of the DA and HDA
method on the H2 potential the time evolution of the value

ê(t) ) rm(t)/r0 is followed, wherer0 ) xx0
2+y0

2. Figure 3
shows thatê(t) from HDA(10/5) is close to DA(20) and
HDA(15/5) approaches the result from DA(30). With HDA-
(20/5) (results not shown)ê(t) is virtually identical to
the one from DA(30). The different long-time value for
ê(t f ∞) for DA(30) and HDA(15/5) is a consequence of
the different locations of the grid points. To calculate the
decay from the initial distributionp(x, y, t) was followed
for 80 time steps. The computing times were 0.3, 2, 5 and
77 min for HDA(10/5), HDA(15/5), DA(20) and DA(30),
respectively, on an AMD 1666 MHz workstation.

For the A2 potentialê(t) ) rm(t)/r0 turned out to be not a
suitable measure. We found that the time dependence ofê(t)
depends on the location of the grid points. Even small
differences in the values of the probability distribution
calculated by DA and HDA at the same time lead to
considerable changes inê(t). It is more useful to monitor
the position of the maximumpmax(x, y, t) relative to its initial
positionp(x0, y0, 0), i.e., the time evolution ofg(t) ) rmax(t)/
r0, wherermax(t) andr0 are the distances ofpmax(x, y, t) and
p(x0, y0, 0) from the point (0,0), respectively. The function
g(t) is not continuous since the maximum can be localized
for extended periods of time on the same grid point. Initially,
pmax(x, y, t) is in (x0, y0). Althoughp(x, y, t) changes in time,
the position of the maximum resides in (x0, y0) up to

t ) 0.1. This can be understood from the shape of A2 which
is a rotated double well potential around (0,0). At early times
p(x, y, t) spreads within the outer rim and up tot ) 0.7 the
position ofpmax(x, y, t) changes marginally. Betweent ) 1
and t ) 20 the global minimum is populated, which, after
aboutt ) 30 becomes more populated than any other region.
For DA(20) the timetlim after whichg(t) stabilizes (see Figure
4) is reached significantly later (tlim ) 49) than for DA(30)
and DA(40) for whichtlim ) 35 (Figure 4). For HDA(20/3)
and HDA(20/5)tlim are 38 and 33.5, respectively, close to
the results from DA(30) and DA(40). However, the CPU
time for DA(30) is 110 min compared to 6 min for HDA-
(20/3). Again, the limiting valueg(t f ∞) depends on the
grid spacing. This is why the curves in Figure 4 do not
converge to the same value forg(t). As in the case of (H1)
and (A1) rapid convergence of the observables for increasing
M at fixed N is found.

Since for A2 the distribution of the grid points influences
the analysis of howp(x, y, t) relaxes this is even more so
for the rough R2 potential. The R2 potential has about 160
local minima. Grids withN ) 30, 40, 50 have their points
in different places, and the measure for howp(x, y, t) evolves
in time will depend on this (see also discussion of Figure
4). To avoid this problem for R2 we follow the distribution
of the first passage times for the system to reach the
minimum starting from the initial distribution. The valuep(t)
is the probability that the first passage time to reach the
minimum ist. The distributionp(t) was calculated for HDA-
(20/4), HDA(30/4), HDA(40/4), HDA(50/4). As is shown
in Figure 5 HDA(30/4) gives the same result as HDA(50/
4). This is in line with the observations for R1 where we
also found that at fixedM the results from HDA rapidly
converge for increasingN (compare HDA(60/5) and HDA-
(120/5) in Figure 1). However, for this potential we found
that increasing the number of inner pointsM does not change
the behavior ofp(t).

Figure 3. The mean radius ê(t) ) (rcm(t)/r0) of p(x, y, t) is
plotted as a function of time for the H2 potential. The limiting
values for ê(t f ∞) are different because the locations of the
grid points differ for N even and N odd. The dynamics for
DA(30) and HDA(15/5) are virtually identical. Computing
times, however, differ by a factor of 30 (see text). The time t
is on a logarithmic scale.

Figure 4. Position of the maximum pmax(x, y, t) relative to its
initial position p(x0, y0, 0) as a function of time for the A2
potential. Results from calculations with different grid sizes
for DA and HDA are shown. The long-time value of g(t)
depends on the number of grid points.
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IV. Discussion and Conclusion
Numerical approaches to solve the SE for a general form of
the (rough) potential energy surface are a useful complement
to analytical formulas to treat barrier crossing and escape
processes. This is mainly because analytical work gives exact
results only for limiting cases such as high barriers, weak
or large friction, or particular forms for the potential.22 In
this work a numerically stable and computationally efficient
algorithm to solve the SE for rough potential energy surfaces,
where averaging over the coarse- and fine-grained structure
of the potential is not possible, has been developed. Such
approaches become increasingly important since free energy
simulations are possible routinely and will provide free
energy surfaces in several dimensions.23,24 To demonstrate
its accuracy the SE was first solved for a number of test
potentials for which other solution strategies have been
presented in the literature. For smooth 1d potentials, results
from analytical solutions and the MFPT method serve as
comparison for the HDA method. Application of DA and
HDA to an anharmonic and rough 1d potential showed that
the MFPT method14 has to be used with circumspection. For
A1 MFPT does not converge to the known Boltzmann
distribution at long times, and for R1 MFPT(30) yields
essentially exact results while MFPT(35) is unstable. For
some cases considered here, MFPT appears not always to
converge properly upon increasing the number of grid points
N as expected. It is interesting to note that a previous study16

employed 301 grid points to numerically solve the Smolu-
chowski equation for a 1d, symmetric bistable potential.
Here, a similar number of grid points was deemed sufficient
(DA(240) for potential A1) to reach convergence, while
HDA(30/2) yields dynamics very similar to DA(240) at much
reduced computational cost (eigenvalues of a 30× 30 instead
of a 240× 240 matrix). It is clear that in higher dimensions
the DA formulation of this problem is computationally
intractable (see discussion of A2 potential). An important
advantage of HDA for rough potentials is that the method
converges monotonically for givenN and increasingM. HDA
calculations on the very rough R1 potential (107 minima)
using a nonuniform, potential-adapted grid leads to kinetics
similar to the one based on the approach by Zwanzig where

the roughness is treated as a modified diffusion constant.17

Further exploration of how to optimally place the grid points
for more rapid convergence is worthwhile in particular for
problems in more than 1 dimension.

Applying a hierarchical separation considerably speeds up
calculations while retaining accuracy. In 2 dimensions HDA
scales as (M)3 × (N1)2 + (N1

2)3, while conventional DA
scales as (N2

2)3 with N1 , N2. BecauseM is considerably
smaller thanN1 there is an appreciable net overall speedup.
For example HDA(15/5) gives the same results at 30 times
less CPU time than DA(30) for the 2-dimensional harmonic
potential (H2). Exploring the hierarchical structure of the
potential or free energy landscape is essential for cases where
the many local minima correspond to functional states of a
system. Smoothing such a potential is not possible (as would
be for noise) since this eliminates important physically,
chemically and biologically relevant information. Most
numerical and analytical approaches currently available have
not yet been applied to this class of potentials.

In summary, HDA is a computationally efficient and
numerically robust method for rough potentials. Since HDA
can be applied recursively still finer subgrids can be used.
This together with more sophisticated ways to place the grid
points open possibilities to follow the temporal evolution of
the dynamics on rough potentials in more than 2 dimension.
Given the impediments for other approaches such as storage
limitations (basis set expansions), convergence issues (path
integral methods) and reduction of statistical errors (computer
simulations)16,18,19HDA provides an attractive alternative for
approximate solutions of Smoluchowski equations for mul-
tidimensional systems involving rough interaction potentials.
The applicability of HDA to more general formulations of
diffusive motion is currently explored.
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Abstract: The effects influencing cyanine photoisomerization on the S1 surface in the condensed

phase have been investigated by an integrated quantum mechanical approach, focused mainly

on 3,3′-diEt-2,2′-thiacyanine. After excitation, a barrierless motion, involving the torsion coupled

to bond skeletal deformation, leads to a slightly nonplanar local C2 minimum, which we propose

to be the fluorescent state. Crossed a barrier of ≈120 cm-1, a steeper path drives to a more

stable C1 minimum S1-Min, corresponding to a pseudoperpendicular twisted intramolecular

charge transfer (TICT) state. CAS(6,6) optimization allows for locating the lowest energy S1/S0

conical intersection in the isomerization path which is reached from S1-Min by an increased

asymmetry of the two rings and a marked pyramidalization at one N center. The S1 surface is

rather flat in the Franck-Condon region and suggests that other paths can be competitive with

the minimum energy one. The comparison among different cyanines shows how variation of

the molecular scaffold and/or of its substituents modulate the dynamics of the photoisomerization.

All the indications coming from our computations are in line with and provide an explanation to

the available experimental results.

1. Introduction
In the past decades the continuous progress in ultrafast laser
technology has allowed the rise of a new fascinating research
field named femtochemistry,1,2 devoted to the understanding
and, more recently, to the control of the elementary excited-
state reactive chemical processes.3 An ultrafast pump pulse
prepares the excited molecule in a coherent state, a matter
wave packet, which explores the electronic surface in the
nuclear coordinates space moving according to quantum
mechanics. The complexity of the phenomena which can take
place, due to the rich topologies of the molecular excited-
state surfaces, requires both experimental and theoretical
studies for their full understanding.2 With the aim to get
highly accurate results, most of the existing theoretical studies

on excited-state reactivity have been performed in the gas
phase on relatively small model systems, in which the
“photoactive moiety” is as small as possible. These kinds of
studies have allowed a fundamental advance in the knowl-
edge of the basic mechanisms and processes involved in the
excited-state reactivity, just think for example about the
clarification of the primary role played by conical intersec-
tions between electronic states in determining the fate of
photochemical processes.4

Parallel studies are desirable to understand how these basic
mechanisms and processes apply in relatively large molecules
and how they are affected by the existence of bulky and/or
aromatic substituents linked to the photoactive moiety, as it
often happens in molecules of technological interest. While
these studies have been traditionally tackled from a “physi-
cal” perspective, introducing a bath of intramolecular modes
to simulate decoherence and dissipative effects,5 new com-
putational technologies and the increased computer speed

* Corresponding author e-mail: f.santoro@ipcf.cnr.it.
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are making feasible a more satisfactorily approach, which
takes into account the chemical specificity of the substituents
including them explicitly in the electronic calculations. In
this spirit, for example, an increasing number of “on the fly”
quantum or semiclassical dynamical studies has been ap-
pearing in the literature.6

The hope and the ultimate goal of studies on the chemical
effects of substituents on photochemical processes is to
contribute to the establishment of some general and transfer-
able propensity rules which allow the “factive” knowledge
the chemists look for, enabling them to predict and, at the
occurrence, to alter the dynamics and the fate of the process
of interest. In this paper we deal with photoisomerization
processes through twisting around a double bond. These
reactions are widely studied for their biological and tech-
nological interest both in prototype molecules as ethylene
and stilbene7 and in molecules more directly involved in
biological processes as retinal8 or in important technological
applications as cyanines.9-11

Besides exhibiting intriguing properties in their aggregated
form,12,13cyanines, due their photophysical behavior, can be
considered a prototypical case of study.14-29 A trans-cis
isomerization around one of the CC bonds of the polymethine
chain is involved in theS1 f S0 deactivation process.25,26

This feature explains why cyanines exhibit rather short
excited-state lifetime and a low fluorescence quantum
yield,19-22 unless they are dissolved in very viscous solvents27

or adsorbed on surfaces.23 The effectiveness of the deactiva-
tion depends on general and basic physicochemical effects,
such as the initial driving force to the twisting, the existence
of a minimum on the excited surface, the location of the
conical intersection relative to the minimum, the necessity
for an IVR (intramolecular vibrational redistribution) during
the dynamics, that are operative in several classes of
compounds. This increases the general interest of under-
standing the factors that modulate the trans-cis isomeriza-
tion, the deactivation mechanisms, and the lifetime of the
excited state of cyanines. Therefore here we report a quantum
mechanical study of several cyanines, sketched in Figure 1.
This paper, by means of a series of static calculations
(dynamics simulation will be the object of a forthcoming
study), is aimed to get a close picture of the cyanine excited-
state behavior, tackling the following questions:

(i) Do the substituents on the photoactive moiety change
the character of the electronic transitions? (ii) Do the eventual
differences influence their excited-state dynamics? (iii) If the
answer to the previous points is positive, how can the effect
of the nature of the atoms of the fused rings and/or of its
substituents be rationalized? (iv) What is the role played by
steric hindrances? (v) To what extent the photophysical
behavior is modulated by environmental effects? (vi) Do the
substituents have an understandable effect also on the
location and the energetic of the conical intersection?

In our study we selected 3,3′-diEt-2,2′-thiacyanine iodide
(Et-TCY according to ref 14) as the reference compound,
since in the literature can be found a good amount of data
concerning its stationary and time-resolved absorption and
fluorescence spectra14,15 and resonance Raman spectra.17

Furthermore it has been utilized in the first coherent control

experiment of a photoisomerization process in the condensed
phase,22 and an exploration of theS1 reactive surface is
necessary to get insights on the mechanism of the control
induced by the shaped laser pulse.

To distinguish between conjugation and steric effects on
the photoisomerization we also investigate a similar molecule
(H-TCY, see Figure 1) in which ethyl groups are replaced
by hydrogen atoms. Comparing Et-TCY and H-TCY with
the simple stCY, with oxacyanine (OCY) and CH2CY (two
analogues of H-TCY in which the sulfur atoms are substi-
tuted by oxygen atoms and CH2 groups, respectively), and
with 2-Quino (in which the nitrogen atom is inserted in a
six-member ring) will help to highlight the effect of fused
aromatic ring and of their chemical nature.

Our study has been performed both in the gas phase and
in methanol, through the inclusion of explicit solvent
molecules and the adoption of polarizable continuum mod-
els.30 This represents a significant improvement with respect
to gas-phase models, allowing to take into proper account,
and hence to investigate, the electrostatic effects of the
solvent at least on the initial part of the excited electronic
surface, i.e., on the driving force to the bond twisting.

From the methodological point of view, the theoretical
study of the excited state reactivity, in the condensed phase,
of molecules containing more than 40 atoms is not a trivial
task, that can be difficultly tackled by using a single method.
We have thus resorted to an integrated computational
approach, in which several quantum mechanical methods
have been cross-utilized in order to couple the computational

Figure 1. Schematic drawing of the different cyanine studied
in the present paper: (a) Et-TCY (R ) ethyl group) and H-TCY
(RdH); (b) stCY; (c) CH3-stCY; (d) H-TCY-sm; (e) OCY; (f)
CH2CY; (g) 2-Quino.
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feasibility with the maximum of accuracy attainable at the
moment for studying such large compounds. On the other
hand, we resort to the conceptually simple but powerful
traditional tools of the theoretical chemistry, such as mo-
lecular orbitals and population analysis, trying to infer general
and transferable information on the driving forces of the
photoisomerization reaction and on the physical-chemical
effects that can influence it.

2. Computational Details
Due to the large size of the system under investigation, an
extended use of the CASSCF/MP2 approach (utilized in ref
29) for the characterization of the stationary points on the
S1 surface and the minimum energy path is not feasible, we
thus utilized different computational methods. Vertical
transition energies have been calculated by Time-Dependent
density functional (TD-DFT), employing the PBE031 func-
tional. Despite the absence of adjustable parameters, when
employed in TD-DFT calculations, PBE0 (TD-PBE0) has
already provided excitation spectra in very good agreement
with the available experimental results.32,33We have checked
that an extension of the basis set beyond the 6-31+G(d,p)
does not significantly change the computed spectra.

Geometry optimizations on the S1 surface have been
performed at the CIS/6-31G(d) level, refining the energies
by single-point TD-PBE0/6-31+G(d,p) calculations.

The lowest-energyS0/S1 conical intersection (CI) in the
isomerization path has been located by CASSCF/6-31G(d)
and the method of Bearpark et al.34 Unfortunately the
inclusion of the fullπ-orbitals active space is computationally
prohibitive for the system under investigation. We adopted
SA-2-CAS(6,6), a state-averaged CASSCF with equal weights
for S0 andS1, with 6 electrons in 6 orbitals (6,6), the largest
feasible active space for such a search. We checked the
dynamical correlation effect by TD-DFT, which very re-
cently35 has been proven to be able to reproduce the CASPT2
results at CI points in a model of retinal, calculated with a
full π-orbitals active space.

Bulk solvent effects on the ground and the excited states
have been taken into account by means of the Polarizable
Continuum Model (PCM).30 In this model the molecule is
embedded in a cavity surrounded by an infinite dielectric,
with the dielectric constant of the solvent (for methanol we
have used the value 32.64). The cavity of the solute is defined
in terms of interlocking spheres centered on non-hydrogen
atoms, whose radii are optimized according to the UAHF
model.36 PCM/TD-PBE0 calculations have been performed
according to the procedure outlined in ref 37.

Atomic charges and Wiberg bond orders38 have been
calculated on the ground of the natural bond orbital (NBO)
analysis.39

All the calculations have been performed by using the
Gaussian03 package.40

3. Results
While important theoretical contributions have been given
to the qualitative understanding of the cyanine’s photo-
isomerization,28 only one high-accuracy, fullπ-orbitals active
space, CASSCF/MP2 extended theoretical investigation has

been reported in the literature by Galvez et al.,29 on the simple
trimethine streptocyanine (stCY) reported in Figure 1, and
on its five- and seven-unit polymethine analogues. As a first
step of our analysis we have tested the computational
approach described above on stCY. The comparison of our
results with those of ref 29 (see Supporting Information for
a detailed discussion) is comforting and supports the reli-
ability of our calculations. The qualitative description of the
S1 PES obtained at the TD-PBE0/6-31G(d)//CIS/6-31G(d)
level is very similar to that provided by CASMP2 calculation.
Contrary to previous suggestion,26 the initial relaxation of
stCY on theS1 PES is barrierless and can be described by a
two-mode model, a skeletal stretching strongly coupled to a
torsional deformation of the carbon framework, which leads
toward a localC2 minimum and then to theS1 minimum,
where the two amino groups exhibit a pseudoperpendicular
arrangement. This minimum, corresponding to a Twist
Intramolecular Charge Transfer (TICT), is slightly more
stable than an adjacentS1/S0 conical intersection (CI)
providing a path for the nonadiabatic evolution toS0, either
to the trans or the cis minimum. From the quantitative point
of view, the closest the system is to planarity the more
accurate are the results of our approach, that instead
underestimates theS1 - S0 gaps of the TICT pseudoperpen-
dicular state, confirming the possible deficiencies of TD-
DFT in describing charge-transfer transitions.41,42As we will
show below, the effect of the different subsituents to the
central trimethine moiety is already operative in the initial
steps of the reaction, when the molecule is still close to
planarity, and consequently their existence and nature is
predicted to influence significantly the dynamics of the
reaction.

3.1. Vertical S0 f S1 Electronic Transition. Figures 2
and 3 show the trans and cis equilibrium structures of Et-
TCY (Et-TCY and Et-TCYcis) and H-TCY (H-TCY and
H-TCYcis), respectively, and Tables 1 and 2 report their main
geometrical parameters optimized at the PBE0/6-31G(d) level
of theory. Trans and cis isomers are defined with reference
to the dihedral N′3-C′2-C0-C2 ) φ′ (see Figure 1 for atom
labeling). Both for H-TCY and Et-TCY the two moieties
bonded to the central carbon atom C0 are identical. At

Figure 2. Schematic drawing of the PBE0/6-31G(d) S0

geometry minima of Et-TCY: (a) trans minimum and (b) cis
minimum.
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variance with H-TCY, Et-TCY shows a small deviation from
planarity (φ andφ′ dihedral angles in Figure 1 are≈176°),
allowing for the decrease in the steric hindrance between
the ethyl substituents atN3 and N′3. This result is in
agreement with experiments14 which reports an angle be-
tween the two rings smaller than 15° (≈8° according to our

calculations). The other geometrical parameters are very
similar in the trans isomers of the two molecules, confirming
that the substitution of Et- with H- does not significantly
alter theirπ electron system.

On the contrary, the equilibrium structures of H-TCYcis

and Et-TCYcis are remarkably different, since Et-TCYcis

exhibits a significant deviation from the planarity, with one
ring about coplanar to the central C0-H bond and the other
rotated (φ′ ≈ 42°) so as to decrease the steric repulsion
between the ethyl substituents (see Figure 2). This effect is
by far reduced when Et- is substituted by H-, and H-TCYcis

can keep a pseudoplanar structure (φ′ ) 5°), allowing a more
effectiveπ-electrons delocalization.

In Table 3 are collected the computed energies of theS0

f S1 electronic transition for the trans and cis isomer of
Et-TCY and H-TCY.

TD-PBE0 computations predict a strong absorption band
located at≈3.4 eV for Et-TCY and≈3.2 eV for Et-TCYcis.
Those values are within 0.5 eV of their experimental
counterpart (obtained in methanol solution), and the agree-
ment is within 0.36 eV when solvent effect is taken into
account by means of the PCM method (vide infra). This good
result witnesses that TCY is a more favorable case for TD-
DFT than the unsubstituted stCY (see Supporting Informa-
tion).

When considering the relative behavior of cis and trans
isomers of Et-TCY, TD-PBE0 results show a perfect
agreement with experiments. In fact,S0 f S1 transition in
Et-TCY is predicted more intense and blue-shifted (by 0.18
and 0.17 eV according to calculations and experiments,
respectively) with respect to Et-TCYcis. Such a large differ-
ence is mainly due to the different degree of planarity of
the two isomers, as testified by the much smaller difference
found between the two isomers of H-TCY, both planar. These
results show that TD-PBE0 calculations are able to reproduce
the effect of deviation from the planarity on the absorption
spectra of Et-TCY and H-TCY.

Apart from the differences mentioned above, the behavior
of the excited states of H-TCY and Et-TCY is very similar.
For both compounds, theS0 f S1 transition has a predomi-
nant HOMOf LUMO character. Considering the central
allyl moiety, the HOMO is mainly localized on the C0 atom
(see Figure 4), as a “classical” bonding HOMO orbital of
an allyl group (see Figure 5), whereas the LUMO has a nodal
plane on C0, and its density is moved on the two “external”
atoms (C2 and C′2) of the allyl moiety. LUMO has also an
antibonding character with respect to the C2-S1 and C2-N3

bonds, and benzenic rings remarkably contribute both to the
HOMO and the LUMO. Considering the trans isomer, a
natural bond order analysis (NBO) (at HF and CIS level of
theory) confirms that both inS0 andS1 the electronic density
is symmetric on the two side-moieties and most of the
positive charge is carried by the 5-atoms rings adjacent to
the central C0 atom (which in S0 is partially negatively
charged) and in particular by their sulfur nuclei (whose
charges are≈ +0.5 au in both the states), revealing their
important electron-donor function in thiacyanines. Upon the
S0 f S1 transition there is a net transfer from the central C0

Figure 3. Schematic drawing of the different points on the
S1 PES of H-TCY: (a) FC; (b) S1-MinC2; (c) S1-Min ; and (d)
CI.

Table 1. Main Geometrical Parameteres of the
Equilibrium S0 Structures of Et-TCY and of the Two Minima
on the S1 Surfacee

S0-trans a S1-MinC2
b S1-Minb S0-cis a

S1-C2 1.742 1.740 1.719 1.748
C2-N3 1.358 1.369 1.330 1.359
N3-C4 1.395 1.374 1.394 1.397
C4-C9 1.398 1.398 1.389 1.399
C2-C0 1.397 1.403 1.414 1.393
S′1-C′2 1.742 1.740 1.759 1.740
C′2-N′3 1.358 1.369 1.390 1.351
N′3-C′4 1.395 1.374 1.389 1.401
C′4-C′9 1.398 1.398 1.390 1.399
C′2-C0 1.397 1.403 1.429 1.409
S1-C2-C0 125.5 122.9 119.3 124.5
S′1-C′2-C0 125.5 122.9 117.9 119.3
C2-C0-C′2 127.6 123.4 120.5 127.9
ΩC′2c 360.0 360.0 351.6 360.0
ΩN′3c 360.0 360.0 359.2 360.0
φd 176.1 153.0 177.3 179.5
φ′ d 176.1 153.0 114.8 41.7

a Computed at PBE0/6-31G(d) level of theory. b Computed at CIS/
6-31G(d) level of theory. c Sum of the bond angles with vertex at the
indicated nucleus. d φ ) N3-C2-C0-C′2, φ′ ) N′3-C′2-C0-C2. e Dis-
tances in angstroms, angles in degrees.
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to the side rings. In particular the density lost by C0 moves
to the adjacent C2/C′2 centers.

Electron density of Et-TCYcis is instead partially asym-
metric, due to the strong nonplanarity of its equilibrium
geometry. InS0 the positive charge is slightly more localized
(by ≈0.1 au) on the rotated ring (herafter labeled as right),
since the HOMO is slightly more localized on the planar
moiety (left ring+ C0 atom).Therefore in the case of Et-
TCYcis the S0 f S1 transition has a weak character of charge
transfer(approximately 0.2 au from the planar to the rotated
moiety). Nevertheless, this fact does not affect the reliability
of our TD-PBE0 calculations, as shown by the nice com-
parison with the experimental vertical excitation energies
(vide supra). The charge transfer character is remarkably
smaller in H-TCYcis, whose structure is much less asym-
metric.

In both isomers, the more “delocalized” character of the
LUMO can explain whyS1 has a slightly larger dipole
moment thanS0 (≈4.1 and 3.9 D, respectively, according to

CIS/6-31G(d) calculations in H-TCY) giving account of the
red-shift predicted by PCM/TD-PBE0 calculations in metha-
nol solution.

We have further examined the solvent effect by performing
a test geometry optimization on H-TCY in methanol, finding
that, due to the remarkable rigidity of the fused aromatic
rings, the solvent has a negligible effect on the equilibrium
geometries. In fact the vertical excitation energy changes
indeed by only≈ -0.007 eV when the geometry optimized
in solution is used.

The possible effect on the absorption spectra of the
formation of explicit interactions with methanol solvent
molecules has been tested optimizing the coordination of two
methanol molecules to H-TCY at the PBE0/6-31G(d) level.
It is predicted the formation of hydrogen bonds between the
NH groups (partially positively charged) and the oxygen
atom of methanol, with a coordination energy to H-TCY≈
7 kcal/mol more exoergonic than a hydrogen bond between
two solvent molecules (PCM/PBE0/6-31+G(d,p) calculations
in methanol solution). However the two methanol molecules
do not significantly affect the absorption spectra (red-shift
of ≈0.001 eV). Furthermore, the ethyl substituents in Et-
TCY are expected to weaken the coordination of methanol
molecules, so that explicit solute-solvent interactions can
be neglected when considering the optical properties of
cyanine.

In summary, TD-PBE0 predictions on the vertical absorp-
tion maxima of cis and trans isomers of Et-TCY, and,
especially, on their difference, are in good agreement with
experiments, supporting the reliability of our computational
approach for the study of cis-trans isomerization onS1

surface. Furthermore, H-TCY is a good model for Et-TCY,
mostly when the characteristic and the dynamics of the trans
isomer are taken into account. Solvent effect on the equi-
librium structure is negligible so that in the following we
always consider geometries optimized in the gas phase.

Table 2. Main Geometrical Parameters of the Equilibrium S0 Structures of H-TCY and Some Important Points on the S1

Surface f

S0-trans a S1-180b S1-MinC2
b S1-135b S1-Minb CI-CASc S0-cis a

S1-C2 1.740 1.744 1.739 1.721 1.714 1.697 1.744
C2-N3 1.352 1.371 1.365 1.334 1.327 1.311 1.352
N3-C4 1.387 1.359 1.367 1.383 1.385 1.390 1.387
C4-C9 1.398 1.400 1.398 1.390 1.388 1.386 1.398
C2-C0 1.392 1.395 1.399 1.397 1.411 1.446 1.389
S′1-C′2 1.740 1.744 1.739 1.760 1.758 1.788 1.739
C′2-N′3 1.352 1.371 1.365 1.383 1.391 1.426 1.349
N′3-C′4 1.387 1.359 1.367 1.381 1.389 1.428 1.391
C′4-C′9 1.398 1.400 1.398 1.389 1.386 1.370 1.398
C′2-C0 1.392 1.395 1.399 1.436 1.425 1.461 1.396
S1-C2-C0 127.3 128.6 125.6 122.5 122.8 123.2 127.2
S′1-C′2-C0 127.3 128.6 125.6 117.6 119.9 118.0 121.0
C2-C0-C′2 127.4 130.6 124.5 120.5 121.4 120.2 127.9
ΩC′2d 360.0 360.0 360.0 348.0 351.2 346.6 360.0
ΩN′3d 360.0 360.0 359.8 356.6 354.1 334.5 360.0
φe 180.0 180.0 155.4 171.0 178.5 180.5 176.7
φ′ e 180.0 180.0 155.4 135.0 111.7 109.2 5.3

a Computed at PBE0/6-31G(d) level of theory. b Computed at CIS/6-31G(d) level of theory. c Computed at SA-2-CAS(6,6)/6-31G(d) level of
theory. d Sum of the bond angles with vertex at the indicated nucleus. e φ ) N3-C2-C0-C′2, φ′ ) N′3-C′2-C0-C2. f Distances in angstroms,
angles in degrees.

Table 3. Vertical Excitation Energy (in eV) for the Cis and
Trans Isomers of Et-TCY and H-TCY: TD-PBE0/
6-31+G(d,p)//PBE0/6-31G(d) Calculationsd

Et-TCY

trans cis

gas phase solution expc gas phase solution expc

3.37(1.01) 3.29(1.19) 2.93 3.18(0.81) 3.11(0.97) 2.76

H-TCY

trans cis

gas phase solutiona gas phase solutiona

3.42(1.08) 3.35(1.29) 3.36(1.07) 3.29(1.27)
3.34(1.29)b 3.28(1.28)b

a PCM calculations. b Geometry optimized in methanol solution by
the PCM method. c From ref 14. d Oscillator strengths are given in
parentheses.
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3.2. Stationary Points on theS1 PES.Minima onS1 have
been computed both for H-TCY and Et-TCY, and their struc-
tures are very similar in the two molecules, as can be seen
from Tables 1 and 2. As a consequence, the time-consuming
optimization of the S0/S1 conical intersection has been
performed only for the smaller H-TCY. If not stated differ-
ently, in the following we discuss the results for H-TCY.

Starting from the Franck-Condon (FC) structure CIS/6-
31G(d) geometry optimization predicts the existence of a
shallow minimum forφ ) φ′ ≈ 155° (see Figure 3b),
confirmed by a calculation of the Hessian matrix. The two
rings keep an equivalent structure in this minimum (hereafter
S1-Min C2) exhibiting a C2 symmetry. The most relevant
geometry changes with respect to theS0 trans minimum
(hereafterS0-trans≡FC) concern the elongation of the C2-
N3 bonds and a shortening of the N3-C4 ones. The above
results can be explained by the inspection of Figure 4: the
HOMO is nonbonding onC2-N3 and antibonding on N3-
C4, while the opposite occurs for the LUMO. The charge
distribution of theS0 andS1 states of H-TCY atS1-Min C2 is
very similar to the ones computed atS0-trans, confirming
that no significant change occurs in these states till the
symmetry is preserved.

CIS geometry optimizations predict also the existence of
a strongly asymmetric absolute minimum (S1-Min ) where
φ′ ≈ 112°, confirmed also through a calculation of the
Hessian matrix. InS1-Min the two rings are no more
equivalent,φ is ≈180° and the “left” ring of Figure 3c is
coplanar with the central C0-H bond. Furthermore, N2-C3

and C2-S1 are considerably shorter than inS0-trans, while
the opposite occurs for N′2-C′3 and C′2-S′1. These features
can be rationalized by comparing the frontier orbitals ofS0-
transandS1-Min reported in Figure 4. InS1-Min the HOMO

Figure 4. Schematic drawing of the HOMO and the LUMO of H-TCY, at FC (a), S1-Min (b), and CI (c), computed at PBE0/
6-31G(d) level. Notice that at TD-PBE0 level the description of the transition is only slightly improved by changing the basis set
from 6-31G(d) to 6-31+G(d,p); this also means that the shape of the more involved orbitals, computed by the two different basis
sets, is the same.

Figure 5. Schematic drawing of the HOMO and the LUMO
of (a) an allyl group and (b) stCY, computed at PBE0/6-31G(d)
level.
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orbital is totally localized on the left ring and the centralC0

atom, while the LUMO is localized on the right ring. At
S1-Min , according to TD-PBE0,S0 f S1 is mainly a HOMO
f LUMO transition and can therefore be described as an
intramolecular charge transfer, confirming previous compu-
tational results on the small stCY.29 Going fromS0-trans to
S1-Min on theS1 surface, the left ring loses the LUMO strong
antibonding interactions on N2-C3 and C2-S1 thus inducing
their shortening. The opposite geometry changes occur on
the right ring, since here the N′2-C′3 and C′2-S′1 antibonding
character of the LUMO is stronger atS1-Min than atS0-
trans.

The TICT nature of theS0 f S1 is confirmed by a NBO
population analysis onS0 and S1 (at HF and CIS level of
theory, respectively), showing that inS0 the positive charge
is almost totally localized on the right ring (+0.85 au) and
in particular on the 5-atoms ring (0.64 au), while inS1 the
right ring is almost neutral (+0.15 au). It is interesting to
notice that within the planar moiety (left ring+ C0-H), the
most evident density change takes place on the central C0-H
(strongly contributing to the HOMO), whose charge increases
by ≈ +0.5 au followingS0 f S1 transition.

3.3. S1/S0 Conical Intersection. The main geometrical
parameters of the SA-2-CAS(6,6)S1/S0 conical intersection
(CI ) are reported in Table 2, and its structure is depicted in
Figure 3d. A calculation with a far larger active space SA-
2-CAS(12,12) confirms that at this geometry the two states
are close to degeneracy (gap 0.1 eV). The reliability of the
CI structure here determined is further supported by its close
analogy with that accurately located in ref 29 in stCY. In
fact theCI structure differs from theS1-Min for a asym-
metric-skeletal motion (similar to the one drivingS1-Min C2

to S1-Min ) and a marked pyramidalization of N′3 which
pushes the H atom out-of the average left-ring plane. Both
these motions play an important role in reaching theCI from
S1-Min . The energy ofS0 increases more steeply along the
pyramidalization while the energy ofS1 increases more
steeply along the skeletal-stretching. AtCI the TD-PBE0/
6-31+G(d,p) calculation also predicts a very smallS0 - S1

energy gap (0.27 eV), confirming that theS1/S0 conical
intersection is reached fromS1-Min mainly distorting its
structure along the asymmetric stretching and theN′3 pyr-
amidalization. This conclusion is supported by a TD/PBE0
scan of theS0 and S1 surface as a function of the H′-N′3-
C′2-S′1 torsion and of an asymmetric collective coordi-
nate interpolating theS1-Min andCI structure. There is a
region aroundCI whereS0 and S1 are nearly degenerate.
The best TD-PBE0 estimate of the conical intersection (S1

- S0 energy gap) 0.04 eV and E(S1) ) 3.08 eV) slightly
differentiates with respect toCI for a less pronounced
pyramidalization atN′3 and a more pronounced asymmetry
of the two rings.

Pyramidalization at nitrogen or carbon centers are fre-
quently involved in the occurrence of aS1/S0 conical
intersection, see for example the case of ethylene,43 stilbene,7

and stCY.29 For H-TCY CI is reached fromS1-Min by
destabilizing strongly theS0 state (≈1.5 eV) and weakly the
S1 one (≈0.5 eV). Both atS1-Min and atCI the S0 f S1

transition is characterized by a charge transfer from the

HOMO, fully localized on the left ring and the central C0-H
bond, to the LUMO on the right ring (see Figure 4). Further
analysis shows that the pyramidalization strongly stabilizes
the LUMO (by≈0.9 eV), since as it appears in Figure 4, at
CI theN′3 lone pair can take part in an extendedσ-bonding
orbital. This effect partially compensates theS1 energy
destabilization due to geometry distortion fromS1-Min to
CI and, since it is only operative onS1 (the LUMO is empty
in S0), it explains why the two electronic surfaces get close
in energy, making feasible the occurrence of a conical
intersection.

4. Reactive Paths on the S1 Surface
In this section we study the possible paths onS1 driving the
system from theFC point (≡ S0-trans) to the conical
intersection.

4.1. From the FC Structure to the Perpendicular
Minimum. One-Dimensional Path Analysis.To character-
ize the steps of the preferential path followed by the wave
packet (WP) fromFC to S1-Min we performed a relaxed
PBE0/6-31+G(d,p)//CIS/6-31G(d) scan of theS1 surface as
a function of theφ′ dihedral which is varied between 180°
and 0° (see Figure 6).

The most significant structures of this constrained minima
path (cP) are reported in Table 2. In the very initial dynamics
at planar configurations (represented byS1-180 structure) the
system enlarges the central C2-C0-C′2 bond-angle (here-
afterR) to decrease the C2-C′2 antibonding character of the
LUMO. Rotating φ′ the local minimumS1-Min C2 is en-
countered. At the TD-PBE0 level it is closer to planarity (φ

) φ′ ≈ 165°) than it is at the CIS level, with an energy
about 0.13 eV lower than theFC structure. The PBE0/6-
31+G(d,p) computed fluorescence emission peak is≈2.96
eV in the gas phase and≈2.91 eV in methanol solution,
i.e., with a Stokes shift of 0.46 and 0.44 eV, respectively

Figure 6. Energy of the lowest energy states as a function
of the φ′ dihedral for H-TCY. TD-PBE0/6-31G(d)//CIS/6-
31G(d) calculations.
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(for Et-TCY the same Stokes shifts are 0.48 and 0.46 eV,
respectively).

Up to φ′ ) 150° cP predicts that the molecule keeps
approximatively aC2 arrangement withφ andφ′ moving in
a conrotatory way. In fact cP is practically isoenergetic to a
path C2-cP (see Figure 6) in which theC2 symmetry has
been imposed, and therefore no significant driving force
exists to lower the symmetry. On the contrary, upon further
rotation of theφ′ dihedral, a sudden and drastic geometry
asymmetrization occurs accompanied by a corresponding
remarkable stabilization of theS1 state. That process is almost
accomplished atφ′ ) 135°, whose geometry is strongly
asymmetric (S1-135 in Table 2), and whose energy is about
0.5 eV lower than atφ′ ) 150°. Our computations thus
predict the existence of an energy maximum on cP curve
for φ′ ≈ 150°. The estimated energy barrier in H-TCY is
very small, only≈30 cm-1 at TD-PBE0/6-31+G(d,p) level
in gas phase. However, it is significatively higher≈120 cm-1

in Et-TCY, probably due to the larger steric hindrances of
the two Et-groups and could influence the dynamics on the
S1 surface, increasing theS1-Min C2 lifetime.

After S1-135, significant but minor skeletal rearrangements
drive the system to theS1-Min structure, where TD-PBE0/
6-31+G(d,p) predicts aS1 - S0 energy gap of 1.21 eV for
H-TCY and 1.40 for Et-TCY. These values are probably
underestimated for the known deficiencies of TD-DFT in
reproducing charge-transfer transition-energies.41,42 A SA-
2-CAS(6,6)/6-31G(d) computation for H-TCY predicts a
value of 1.31 eV (to be compared with 1.18 eV obtained by
TD-PBE0 with the same basis set), and this value increases
to 1.38 eV if a much larger active space is used (SA-2-
CAS(12,12)). This value is still probably underestimated by
about 0.8 eV as one can roughly estimate from the results
in ref 29 (see also Supporting Information) showing that for
stCY theS1 - S0 CAS energy gap atS1-Min is ≈65% of
the CASMP2 value.

The motion along the cP fromφ′ ) 150° to S1-Min
involves a different (asymmetric) skeletal motion with respect
to the symmetric one along which the system moves from
S1-180 toS1-Min C2; in the same way the conrotary motion
of the two dihedral anglesφ and φ′ becomes disrotatory,
and the left ring reassumes a planar arrangement with the
C0-H (φ f 180°). The necessity to acquire the right
momenta along these modes can require some time, slowing
down the reaction beyond what is done by the barrier along
the cP.

Figure 6 shows that further rotatingφ′ beyond the
S1-Min C2 structure theC2-cP shows two other minima: the
first at φ′ ≈ 90°, the other corresponding to a double-cis
isomer. OnS0 this latter is slightly nonplanar in H-TCY (φ

) φ′ ) 14°), and it is 0.23 eV less stable than the trans
isomer; in Et-TCY it is still less planarφ ) φ′ ) 28° and
less stable (0.46 eV) with respect to the trans isomer, due to
the Et-groups effect. Anyway, Figure 6 shows that the high
barrier makes the double-cis region unaccessible fromFC,
so that it can be ignored for the scopes of the present work.

Solvent Effect.Inspection of Figure 6 shows that including
the solvent effect by means of the PCM method does not
remarkably affect the first (C2) part of cP but for an almost

uniform stabilization of theS1 state. It is not possible at the
moment to give a reliable quantitative estimate of solvent
effect on the TICT process, i.e., when the two moieties
become strongly asymmetric. From the physical point of
view, the nonequilibrium solvation effect should dis-
favor sudden electronic density change, since there is a
slower component of solvent polarization that cannot be
equilibrated to the solute. On the other hand, a polar solvent
could favor charge localization. However, CIS/6-31G(d)
calculations show that the dipole moment of theS1 state does
not dramatically increase when going fromS1-Min C2 to S1-
Min (see Figure S2 in the Supporting Information), even if
the latter exhibits a much larger charge asymmetry, as
testified by a dipole moment oriented along thelong
molecular axis.

As a matter of fact, also pseudoplanar arrangements of
the cyanine rings, though characterized by a symmetric
charge distribution, exhibit a large dipole moment oriented
along theshort molecular axis, due to the presence of two
parallel strong S1+-N3

- local dipoles. This effect is lost for
pseudoperpendicular geometry, as inS1-Min . Looking for a
qualitative estimate of static solvent effect on the isomer-
ization, we have calculated electrostatic solute-solvent
interactions in the framework of PCM model, by using the
excited-state atomic charges computed in methanol solution
at the PCM/CIS/6-31G(d) level, according to the Merz-
Kolmann44 population analysis. The results of our model
calculations (see Figure S2 in the Supporting Information)
show that the presence of a polar solvent should favor the
TICT S1-Min state overS1-Min C2 by only ≈0.15 eV.

To get insights on the role of explicit solute-solvent
interactions, we have then optimized at the CIS/6-31G(d)
level the coordination of two methanol molecules toS1-
Min C2 and S1-Min (see Figure 7). In the symmetric
S1-Min C2 both methanol molecules have a hydrogen bond
distance with the NH group of 1.90 Å, while inS1-Min the

Figure 7. Schematic drawing of the adduct on the S1 surface
between H-TCY and two methanol molecules: (a) S1-MinC2

and (b) S1-Min .
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hydrogen bond coordination is strongly asymmetric, with
the CH3HO‚‚‚HN3 and CH3HO‚‚‚HN′3 hydrogen bond dis-
tances of 1.84 and 2.01 Å, respectively. Due to the TICT
process theS1 positive charge is localized mainly on the “left”
ring (vide supra), leading to a stronger hydrogen bond. On
the other hand, when the hydrogen bond distance optimized
for S1-Min C2 is imposed, the energy of the 2CH3OH/S1-
Min rises by≈0.01 eV only. Those results, together with
those of the electrostatic model calculations and with the
fact that ethyl substituent should make solute/solvent interac-
tions less strong, suggest that static solvent effects do not
significantly affect the isomerization process.

Unfortunately, our present treatment is not able to give a
quantitative estimate of the influence of nonequilibrium
effects on the dynamical motion on cP and on the height of
the energy barrier betweenS1-Min C2 andS1-Min . An “ad
hoc” study of the different relaxation time of solvent and
solute degrees of freedom would indeed be necessary. On
the other hand, our finding that total dipole moment changes
its orientation during the motion on theS1 surface suggests
that a solvent dynamical effect could play a non-negligible
role in the isomerization process.

Two-Dimensional Analysis.In the region 180° < φ′ <
150° the cP curve is very flat, suggesting the existence of a
plateau on theS1 surface. In such a case, it is likely that the
wave packet (WP) broadens and follows also other decay
paths than the cP. To verify this hypothesis and gain a better
picture of the dynamics, we computed some bidimensional
(2D) maps of theS1 surface at TD-PBE0/6-31G(d) level.
To build up each map we consider two structures chemically
important for the reaction, sayP1 and P2, and explore the
part of theS1 surface which connects them. Restricting the
3N-6 dimensional space to a 2D one is clearly arbitrary; the
nature of the process under consideration suggests that an
important coordinate is the torsion aroundφ′ dihedral; the
second “collective” coordinatex is defined imposing that
all the other internal coordinates move in a synchronous way.
Sayb any of these internal coordinates,b1 andb2 its values
at the reference structuresP1 and P2, where the collective
coordinatex is fixed to valuesx1 andx2, respectively, then
at each valuexj of x the corresponding valuebh of b is
computed by linear interpolationbh ) b1 + (xj - x1)(b2 -
b1)/(x2 - x1).

The first scan, reported in Figure 8a, describes aC2 motion
connectingFC and S1-Min C2 (i.e., theφ and φ′ dihedral
angles are kept equal, and, moving the collective coordinate
xa, the C2 symmetry is preserved). As expected by the cP
calculation, there is not any significant barrier to the torsion.
Moreover in the 2D map the conrotatory rotation ofφ and
φ′ appears to be coupled with the symmetric skeletal
rearrangement from the beginning of the motion, a feature
that could not be appreciated by the simple inspection of
cP. Figure 8a gives further support to the existence of a local
minimum atφ′ ≈ 160° also at the TD-PBE0 level (165° is
the more accurate estimate in the previous section). For a
larger deviation from planarity, the potential along this
symmetric motion increases till a barrier atφ ) φ′ ≈ 120°,
already seen in theC2-cP path (Figure 6) too high to be
crossed by WP.

Figure 8b reports a 2D surface connectingS1-Min C2 and
theS1-Min structures; the first coordinates is the reactiveφ′
torsion, while the second collective coordinatexb linearly
interpolates the remaining internal coordinates, as explained
above. As predicted by cP, the two structures are divided
by a small barrier; the map additionally shows that theS1

surface in the region ofS1-Min C2 and of the barrier is
considerably flat, bringing new information and suggesting
that in this region WP spreads sensibly. Momenta orientation
and intramolecular vibration redistribution (IVR) certainly
plays a fundamental role at this stage on the time needed to
cross the barrier, and a full dynamical study would be
required.

Figure 8. 2D maps of the S1 surface as a function of the
reactive φ′ torsion and a collective coordinate xp (p ) a,b,c )
obtained interpolating linearly (see the text) all the other
coordinates between FC and S1-MinC2 (a), S1-MinC2 and S1-
Min (b), FC and S1-Min (c). Notice that (a) is a C2 map and
hence φ′ ) φ.
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Finally, to inquire the possibility that WP does not initially
follow the cP path towardS1-Min C2 moving instead in a
direction that removes theC2 symmetry from the beginning,
we performed another 2D scan of theS1 surface, choosing
theφ′ coordinate and the collectivexc obtained interpolating
linearly all the other coordinates (includingφ) betweenFC
andS1-Min (Figure 8c). There is a large initial plateau till
aboutφ′ ) 150°, without any barrier to break the symmetry
of the two rings. The 2D map therefore evidences the
existence of an alternative path to cP for the isomerization
which does not involveS1-Min C2. A quantitative estimate
of its relative efficiency with respect to cP needs a full
dynamical investigation. To get a very rough estimate we
computed an average acceleration fromFC to two structures
at φ′ ) 165°, the first corresponding to theC2 minimum at
the TD-PBE0 level (S1-Min C2[TD]), the second (S1-165as)
corresponding to the minimum energy structure along the
2D map in Figure 8c. The time needed to reachS1-165as is
predicted to be comparable to the one needed to reachS1-
Min C2[TD]. Even if the energy gain atS1-165as is much
lower, it is indeed geometrically closer toFC than S1-
Min C2[TD] is, since this latter is more shifted along other
coordinates.

5. Fluorescent State and Photoisomerization
Dynamics
Fluorescence.The Et-TCY experimental fluorescence is
peaked at≈480 nm (2.58 eV),14,16 i.e., with a Stokes shift
of ≈0.35 eV with respect to the absorption maximum. Our
results strongly suggest that this fluorescence arises from
theS1-Min C2 intermediate. In fact, on one hand, its computed
Stokes shift, 0.48 eV, is in good agreement with the
experiments and, on the other hand, the alternative candidate
S1-Min has to be discarded since it is predicted to emit at
far shorter frequencies (1.4 eV).

The lifetime of the Et-TCY fluorescence is expected to
be on the picosecond time scale (an old experimental
estimate15 reports a value of 1.7 ps). This feature supports
our assignment ofS1-Min C2 as the fluorescent state. In fact
a relatively long lifetime ofS1-Min C2 can be explained on
the grounds of the following arguments: (a)S1 is very flat
in theFC region, and a small but not negligible barrier (about
120 cm-1) separates theS1-Min C2 intermediate fromS1-Min ;
(b) once reachedS1-Min C2 it is necessary to pump energies
in asymmetric modes (disrotatory motionφ and φ′ +
asymmetric skeletal mode of the two rings) which are
different from the initialC2 motions drivingFC to S1-Min C2;
(c) the mass of the system and the presence of the solvent
both slow the dynamics.

On the contrary, structures close toS1-Min could be
responsible for the low emission experimentally found when
Et-TCY is adsorbed on aerosol-OT (AOT) surfactant (≈2.06
eV).13 This peak has been interpreted as coming from AOT6/
Et-TCY6 aggregates, in which the Et-TCY molecules exhibit
a twisted geometry, and our results support this interpretation.
In fact, as we discussed in a previous section, even if TD-
DFT results predict a much lower frequency for the emission
from S1-Min (≈1.4 eV in gas phase), CAS results on H-TCY
and comparison with CAS/CASMP2 results for st-CY (see

Supporting Information) suggest that this value could be
underestimated by about 0.8 eV. As expected for an ICT
transition, theS1 - S0 oscillator strength atS1-Min predicted
by TD-PBE0 is very low (≈0.01). However, it must be
noticed that also the experimental ICT band13 is very weak
and that its intensity is increased by aggregation phenomena
on the surface, which we cannot take into account by our
calculations.

Photoisomerization Dynamics.Our results suggest that
two steps can be individuated in theS1 dynamics: (i) the
motion from FC to S1-Min , during which noS1/S0 non-
radiative transition is possible due to their large energy gap
(see Figure 6) and (ii) the motion fromS1-Min to CI . As
discussed above, it is likely that the first step occurs along
different paths, i.e., removing theC2 symmetry from the
beginning or passing through theS1-Min C2 intermediate.

Up-conversion fluorescence of a cyanine similar to Et-
TCY (where the Et-groups are substituted by sulfopropyl-
groups), recorded at frequencies close to the maximum of
the fluorescence steady spectrum, shows a biexponential
decay, with a fast component on the subpicosecond scale
and a slow component of≈5 ps.45 The former component
is assigned to a motion on the excited surface out of the FC
region, while the latter is assigned to theS1 f S0 transition.
Analogous assignments have been proposed for the similar
time dependence of fluorescence, excited-state absorption,
and ground-state recovery in 1144-C cyanine.46,47 For this
molecule it has been speculated47 that the two-time decays
is a sign of a multidimensional dynamics onS1 and hence
of the involvement of different dynamical paths.

Our results on Et-TCY are consistent with this picture and
suggest that the two different time scales could be due to
the parts of the wave packet which go directly fromFC to
S1-Min , escaping quickly from the FC region, or pass by
S1-Min C2, emitting for a longer time. A full dynamical study
is planned to confirm this hypothesis.

For the case of 1144-C cyanine, different studies ascribe
the rate-limiting step of the photoisomerization either to the
initial bond twisting48 (i.e. our step (i)) or to the nonadiabatic
S1 f S0 transition47 (i.e., theS1 motion from the perpendicular
minimum to the conical intersection, our step (ii)). Our results
for Et-TCY indicate that both the two steps are likely to be
important for the overall reaction rate. Step (i) is expected
to be considerably slowed, beyond what is done by the
existence of the barrier onS1, also by dynamical factors as
an inertia to the torsion, the solvent friction (which clearly
influences the dynamics of 1144-C),46,47 and the necessity
to pump energy on the right coordinates, at least for the path
passing throughS1-Min C2. In fact, during this minimum
energy motion onS1, it is required to transfer energies from
symmetric to asymmetric modes, and this process likely
requires a nonvanishing time to be accomplished.

On the other hand, also step (ii) is expected to require a
substantial amount of time because of the predicted energy
gap onS1 betweenCI andS1-Min which is (≈0.5 eV), even
if this value is probably overestimated in our calculations
since no TD-PBE0 optimization of theCI structure is
possible. From the dynamical point of view, it is interesting
to notice thatCI is shifted with respect toS1-Min along an
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asymmetric skeletal mode and a pyramidalization motion at
N′3. While it is clear that some time is necessary to populate
the pyramidalization motion atN′3, the asymmetric motion
driving S1-Min to CI is similar to the one driving toS1-
Min , so that the wave packet arriving toS1-Min should
already have significant momentum along this coordinate.

6. Comparison with Different Cyanines
Effect of the Fused Rings: TCY vs stCY.The qualitative
topology of theS1 surface fromFC to S1-Min discussed
above for x-TCY (x ) Et- or H-) is similar to the one
reported in the literature for stCY.29 Nevertheless there are
significant quantitative differences. In fact in stCY the initial
relaxation path occurs along a steep path dominated by C0-
C2 and C0-C′2 stretchings strongly coupled with torsional
deformation around the above bonds, and theS1-Min C2

stationary structure (which is not a true minimum) already
shows a pseudoperpendicular arrangement of the two side-
chains. On the contrary for x-TCY,S1-Min C2 is only slightly
nonplanar and is a true minimum separated by an energy
barrier fromS1-Min .

Since theS0 f S1 transition has a predominant HOMO
f LUMO character for both H-TCY and stCY and the shape
of the frontier orbitals is qualitatively similar, how can we
explain the significantly different shapes of theS1 PES of
H-TCY and stCY, with the consequent different dynamical
behavior of the two molecules?

Analysis of the molecular orbitals can help rationalize
these differences. Figure 4 shows that, due to the presence
of the rings and of the sulfur substituents, the weight of the
C2/C′2 atomic orbitals in the LUMO and the consequent C2/
C′2 antibonding character is rather small, as testified by the
small value of the extradiagonal negative Mulliken overlap
population existing between those atoms (see Table 4). The

situation is different for stCY, where the contribution of the
C2/C′2 atoms to the LUMO and their antibonding character
are larger (see Figure 5), and indeed, the extradiagonal
negative C2/C′2 S1 Mulliken overlap population is almost
double than in H-TCY. This results in a larger driving force
to rotate theφ dihedral onS1 for stCY, since a nonplanar
arrangement of the two side-moieties decreases the C2 - C′2
antibonding character of the LUMO.

Significant differences are found in the HOMO as well.
In stCY, C2 and C′2 noticeably contribute to the HOMO,
that therefore has a substantial C0/C2 weight and C0-C2/C′2
bonding character. As a consequence theS0 f S1 transition
should be associated with a remarkable reduction of the C0-
C2/C′2 bond orders. In H-TCY and Et-TCY the contribution
of C2 and C′2 to the LUMO is negligible and, thus, both
HOMO and LUMO can be considered nonbonding orbitals
with respect to the C0-C2/C′2 bonds. On this ground it is
not surprising that the increase of the lengths of these bonds
associated with theS0 f S1 transition is very small (see
Tables 1 and 2).

To put all the above considerations on a more quantitative
basis, we resorted to natural bond order (NBO)39 and Wiberg
bond order (WBO) analysis.38 The inspection of Table 4
shows that theS0 f S1 transition leads the C0-C2 bond order
to decrease by≈15% for stCY and only by≈4% for H-TCY.
Similar indications are provided by the overlap-weighted
bond order based on the NBO analysis.

Analyzing the variation in the bond orders and in the
equilibrium geometry suggests that, followingS0 f S1

transition, the initial dynamics should involve the C2-C0-
C′2 bending and the C2-S1, C2-N3, and N3-C4 stretching
motions (together with the symmetric ones on the right ring).
The excitation of symmetric normal modes comprising these
motions is probably responsible for the shoulder observed

Table 4. NBO Population Analysis of the CIS/6-31G(d) Density Matrix of the Lowest Energy States for a Series of Different
Carbocyanine (See Figure 1)

atom-atom bond order Wiberg bond order
extra diagonal

Mulliken population

C0-C2 N3-C2 N3-C4 C2-X1 C0-C2 N3-C2 N3-C4 C2-X1 C0-C2 C2-C′2

S0

allyl 1.167 1.508 0.466 -0.036
stCY 1.135 1.089 1.397 1.391 0.534 -0.030
CH3-stCY 1.133 1.081 1.366 1.351 0.540 -0.021
H-TCY 1.131 1.009 0.884 0.890 1.353 1.237 1.039 1.173 0.514 -0.016
H-TCY-sm 1.130 1.003 0.897 0.906 1.348 1.226 1.073 1.195 0.517 -0.020
OCY 1.125 1.028 0.862 0.889 1.333 1.237 1.023 1.065 0.543 -0.035
CH2CY 1.144 1.043 0.843 0.865 1.377 1.302 0.994 1.015 0.545 -0.018
2-Quino 1.109 0.983 1.024 1.326 1.199 1.185 0.523 -0.028

S1

allyl 0.992 1.132 0.319 -0.104
stCY 1.039 1.028 1.191 1.283 0.427 -0.092
CH3-stCY 1.036 1.024 1.163 1.252 0.415 -0.078
H-TCY 1.107 0.951 0.924 0.849 1.296 1.125 1.108 1.092 0.482 -0.051
H-TCY-sm 1.103 0.943 0.931 0.851 1.286 1.116 1.142 1.089 0.476 -0.057
OCY 1.100 0.971 0.904 0.846 1.279 1.131 1.096 0.990 0.514 -0.067
CH2CY 1.115 0.981 0.896 0.859 1.311 1.172 1.086 1.013 0.516 -0.053
2-Quino 1.082 0.930 1.046 1.267 1.102 1.234 0.488 -0.046

a Calculations relative to vertical excitation on the C2 S0 energy minimum optimized at the PBE0/6-31G(d) level.
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on the absorption spectrum at≈400 nm14 (i.e.≈1300-1400
cm-1 shifted with respect to the maximum) and the strong
Raman bands17 at 1230 cm-1 and at≈1450-1500 cm-1 (a
group of bands).49 A Raman spectrum of Et-TCY, computed
at PBE0/6-31G(d) level, nicely reproduces these features
showing a strong band at 1270 cm-1 and a group of strong
bands in the region 1500-1550 cm-1 and confirms that they
correspond to modes with strong contributions by the motions
indicated above. On the other hand, as anticipated above,
for stCY a larger involvement of the C0-C2 stretching modes
is likely.

Shortly, for what concerns the C2-C0-C2′ moiety,while
for stCY the S0 f S1 transition has a predominant bonding/
antibonding character, forH-TCY and Et-TCY it can be
better described as nonbonding/nonbonding.

Both stCY and H-TCY show aS1/S0 conical intersection
which is reached fromS1-Min , increasing the energies of
both electronic states and moving along the asymmetric
stretching and the pyramidalization at the nitrogenN′3 of the
rotated moiety. Though the qualitative picture is similar, there
is a substantial quantitative difference inasmuch that theS1-
Min andCI structures are much closer in stCY than in TCY,
both from the energetic and the geometrical point of view.
In fact in stCY the gap on theS1 surface fromS1-Min to CI
is just 0.05 eV at the CAS level, while it rises to about 0.5
eV for H-TCY at the TD-PBE0 level. Even if, as discussed
above, this value is an upper limit, a significant increase of
this energetic gap from stCY to H-TCY is expected, due to
the cost to distort the fused ring. In particular, while atS1-
Min the hybridization of the N′3 atom is sp2 (sum of the
nitrogen valence bond angles 354°) in x-TCY, it is almost
sp3 in stCY (sum of the nitrogen valence bond angles 336°).
Notice that thesp2 hybridization of N′3 in x-TCY is not an
artifact of the CIS optimization since this method correctly
reproduces (apart from a slight underestimation) the N′3
hybridization in stCY (see Supporting Information). There-
fore, we are dealing with a physical effect: when the ring
π-system geometrical and electronic constraints are absent,
N′3 pyramidalization is indeed much easier. These differ-
ences, together with those in the path fromFC to S1-Min
reported above, suggest that the isomerization is much faster
in stCY than in TCY.

Nature of the Fused Ring and of the Specific Hetero-
atom. Once verified that the presence of the fused rings
deeply affects cyanine photoisomerization, it is interesting
to investigate what is the effect of variations in their chemical
structure. The presence of the methyl substituent on C2/C′2
atoms in CH3-stCY (see Figure 1) does not remarkably
change the picture obtained for stCY (see Table 4).

This table also shows that, analogously, from the qualita-
tive point of view, the behavior of the other fused ring
cyanines (reported in Figure 1) is very similar to that of
H-TCY. In particular, the bond order variation associated
with the S0 f S1 transition is quite limited as well as the
C2-C′2 antibonding character of the LUMO. Nevertheless,
it is worthy to notice that when the sulfur atoms are
substituted by oxygen atoms (oxacyanine, OCY) or CH2

groups (CH2CY) the C0-C2/C′2 bonds in theS1 state are
predicted to be slightly stronger, suggesting that for those

species the distortion from the planarity is less favored than
in H-TCY. Figure 9, comparing the TD-PBE0/6-31+G(d,p)//
CIS/6-31G(d) cP path for H-TCY, OCY, and CH2CY,
confirms this hypothesis. In fact also OCY and CH2CY
exhibit two minima on theS1 surfaces: the first, rather
shallow, atφ′ ≈ 180°, the second, the absolute minimum in
the isomerization reaction path, with a pseudoperpendicular
arrangement of the fused rings, corresponding to a TICT.
Nevertheless, the energy barrier associated with the motion
from the planar to the perpendicular minimum is remarkably
larger, for OCY (≈500 cm-1) and for CH2CY (≈950 cm-1)
than for H-TCY, suggesting that for OCY and CH2CY
isomerization should be slower than for H-TCY and Et-TCY.
This prediction nicely agrees with the experimental finding
that theS1 fluorescence lifetime for Et-OCY is longer than
for Et-TCY (6.4 and 1.7 ps, respectively).15

A possible explanation of the lower barrier and the easier
asymmetrization (which occurs at configurations closer to
be planarity) in x-TCY is that the intramolecular charge-
transfer process, and hence the asymmetrization of the
molecule, can be assisted by the availability of the low-lying
3d orbital on the sulfur atoms for the formation of multiple
bond withC2 atoms.

Figure 9 reports also the cP curve of 2-Quino, which
though being very flat up to 120°, does not exhibit any energy
barrier before falling in the asymmetric TICT minimum at
90°. The larger steric hindrances of pyridine-like rings
increases indeed the driving force to the torsion for 2-Quino,
as testified by the fact that also theS0 minimum energy
geometry is not planar.

As a last remark we notice that a further support to the
reliability of our calculations is the fact that the absorption
maxima of OCY and of 2-Quino in methanol are predicted
at 3.76 and 2.80 eV, respectively i.e.,≈0.4 eV blue-shifted
and≈0.55 red-shifted with respect to H-TCY. Those values
are in very nice agreement with the experimental shift
between Et-TCY, Et-OCY, and Et-2-Quino (0.33 eV and
-0.57 eV, respectively).14

7. Discussion and Concluding Remarks
In this paper we have performed a thorough theoretical
analysis of theS1 excited-state surface of severaln ) 014

cyanines, with a special focus on two of them, namely Et-
TCY and H-TCY. The absorption and the fluorescence
spectra computed in solution compare nicely with the
available experimental results, supporting the reliability of
our conclusions. Generally, the comparison with experimental

Figure 9. Energy of the S1 state as a function of the φ′
dihedral for four different cyanine molecules. TD-PBEO/6-
31+G(d,p)//CIS/6-31G(d) calculations.
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data for TCY, and with CASMP2 results for stCY,51 indicate
that the computational methods adopted here give results
quantitatively reliable for geometries close to planarity, while
the TD-PBE0S1 energies must be considered affected by
noticeable errors at strongly distorted geometries, where the
S0 f S1 transition has a clear charge transfer character. This
would be a serious problem in detailed dynamical calcula-
tions, but, for the scopes of the present paper, the results
presented still furnish a qualitatively correct description of
the S1 surface, as shown by the comparison with CASPM2
in the stCY case. The substituent effects here discussed are
already operative for geometries close to planarity, where
our results are reliable.

Due to their specific structure, cyanines show a rich
dynamics with a competition between symmetric and asym-
metric reactive paths and are a nice example of how the
substituents can partially modify the nature itself of the
optical transition, altering the initial driving force to the
reaction.

Although the orbitals involved in theS0 f S1 electronic
transition are similar, the presence of the fused aromatic rings
produces indeed some significant difference in x-TCY with
respect to the model compound stCY. In x-TCY theS0 f
S1 transition is mainly nonbonding/nonbonding, and theS1

surface around theFC region is rather flat with a scarce
driving force to torsion. A shallow slightly nonplanar local
minimumS1-Min C2 exists on theS1 surface, separated by a
small barrier (≈120 cm-1) from the absolute asymmetrical
minimumS1-Min , corresponding, as in stCY, to a TICT state.

Our results strongly suggest thatS1-Min C2 is the state
responsible for the Stokes-shifted fluorescence and for the
S1 f Sn transient absorption. Although a full dynamical study
would be necessary to compute the lifetime ofS1-Min C2,
the topology of theS1 surface and the existence of the barrier
are consistent with a picosecond(s) lifetime.

A barrier on theS1 minimum energy path is predicted for
several of the investigated cyanines (x-TCY, OCY, and
CH2CY), and it is suggested that a key factor determining
its existence is the degree of planarity of theS0 equilibrium
geometry. When, due to steric hindrances, theS0 minimum
is already strongly twisted,S1 PES could be barrierless (as
in 2-Quino), and/or the FC excitation could occur in a region
of theS1 surface where the electronic effects responsible for
the barrier are no more active. The existence of barriers on
S1 and hence local minima has been predicted50 and is
generally accepted in cases of carbocyanine (n > 0).

Concerning the possible isomerization path, our results
suggest that the cP passing through theS1-Min C2 intermedi-
ate and other paths which remove the symmetry already in
the FC region are probably competitive. This possible
competition is enhanced by the scarce initial driving force
to the torsion which is clearly lower in Et-TCY than in the
smaller stCY. The exciting possibility that in Et-TCY the
wave packet can follow simultaneously different paths toward
the minimumS1-Min could play an important role in the
coherent control of the Et-TCY photoisomerization which
has been recently attained.22 In fact, the parts of the wave
packet which reachS1-Min along these different paths could
interfere depending on their relative phases, as in molecular

version of the Young double-slit interferential experiment,
and this phenomenon would influence the later dynamics of
the wave packet.

Apart form the insights on the dynamical behavior of Et-
TCY, a synoptical analysis of the shape of the frontier
orbitals of different cyanines not only explains the features
depicted above but also allows us to sketch which are the
most important interactions modulating the planarity of the
cyanine moiety: (i) the C2-C0-C′2 bonding character of
the HOMO, favoring a planar conformation of the allyl
moiety, (ii) the C2-C2′ antibonding character of the LUMO
resulting in a driving force to distortion from the planarity
of the cyanine, which increases at the increase of the weight
of those atoms in the LUMO, and (iii) steric repulsion
between the substituents on C2 and C′2 atoms. The first two
factors explain the different flatness with the respect the
initial torsion around theφ′ dihedral of theS1 PES of x-TCY
and of stCY. The larger steric hindrance of the ethyl
substituents gives instead an account for the energy barrier
higher in Et-TCY than in H-TCY. The inspection of the
frontier orbitals also explains why the pyramidalization of
the N′3 center is required to go from theS1 minimum to the
S1/S0 conical intersection.

The photophysical behavior of cyanine depends on the
chemical structure of the fused aromatic ring as well. The
peculiar electronic structure of sulfur atoms can explain why
in x-TCY the energy barrier connectingS1-Min C2 andS1-
Min is noticeably lower than in OCY and CH2CY, in
agreement with experimental indications.

Our results confirm for Et-TCY the general description
of the photoisomerization reaction predicted by Galvez et
al.29 on stCY, but they also point out significant quantitative
differences showing that ad hoc modifications, even small,
of the molecular scaffold and/or of its substituents can be
used to modulate the dynamical behavior ofn ) 0 cyanines,
suggesting which physicochemical effects (either electronic
of steric) to rely on in order to design cyanines with
optimized excited-state properties.

As a last remark cyanine is a clear example where
remarkable changes in the electronic structure along the path
have a large purely dynamical effect on the reaction. In fact,
in correspondence to the shift from a symmetric to an
asymmetric electronic density distribution, there is a change
in the nature itself of the nuclear modes involved in the
motion. This effect is likely to slow the reaction dynamics,
even if the surface does not exhibit any significant energy
barrier, since an energy redistribution is necessary to proceed
along the reactive path. Of course also the solvent is sensible
to a sudden change in the solute electronic density so that,
beyond what is done by frictional effects depending on the
shape of the twisting moiety, also solvent nonequilibrium
effects are expected to contribute to slow the reaction rate.
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Abstract: The potential energy surfaces (PES) of 2-butanone, 2-butanimine, 1-butenamine,

propanal, and propanimine have been explored with ab initio and DFT calculations at the RHF/

6-311G**, MP2/6-311G**, and B3LYP/6-311G** levels of theory. In agreement with previous

experimental and computational results, the PES provides two minima for each of the above

molecules with the exception of 2-butanone, which clearly shows three distinct minima. Factors

influencing the conformational preferences are also elaborated. Our calculations suggest that

for 2-butanone and propanal, the steric and the bond dipole interactions are primarily responsible

for the conformational preferences of these compounds. Additional charge-charge interactions

might also play an important role in determining the imine conformations. For enamines, however,

steric interactions play a critical role, with bond dipole interactions exerting some influence. Our

results also suggest that for imine formation from butanone and/or propanal, the imine is the

predominant product, not the enamine, which is consistent with experimental observations.

Therefore, these calculations should provide a better understanding of the ketone/aldehyde to

imine and enamine transformations. This transformation may introduce an important imine moiety

for the analogues of trans-N-methyl-4-(1-naphthylvinyl)pyridine (NVP), a choline acetyltransferase

(ChAT) inhibitor.

Introduction
Imine formation is a particularly important chemical reaction
in many biological processes.1,2 For example, the covalent
binding of carbonyl-containing compounds to an enzyme
usually involves the formation of an imine. The imine moiety
is formed by condensation of a ketone (or aldehyde) carbonyl
group with a primary or secondary amine. Equilibrium
between imine and enamine may be established when at least
one hydrogen atom on the imine nitrogen (Scheme 1). The

relative equilibrium of these species depends on the sym-
metry of the parent ketone and the substituents on the amine.

Since the imine bond is labile and readily hydrolyzed to
the corresponding ketone, it is difficult to accurately monitor
and determine which factors influence the extent of imine
formation. For example, experiments using Raman and
infrared spectroscopy to study the stretching frequencies of
imines have been reported.3 By studying the kinetics of imine
formation from acetophenone and substituted aniline, Lee
et al. were successful in monitoring the conversion from a
ketone to an imine.3 Egawa and Konaka4 reported a study
on the molecular structure of 2-butanimine, determined from
gas-phase electron diffraction experiments as well as MP2
and DFT calculations. Their results indicate the (E)-sp con-
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formation as the most favorable for 2-butanimine. The use
of an assumed dihedral angle (æNCCC at 117.6°), however,
introduces bias into the calculations. A number of additional
computational studies focusing on ketones and/or imines have
also been reported.5,6 However, all of the aforementioned
experimental and computational studies did not address
imine-enamine tautomerism. In addition, the factors influenc-
ing the conformational preferences for the relevant ketone,
imine and enamine have not been established.

Our interest in the conformational preferences of imines
stems in part from ongoing investigations into understanding
the structural requirements for enzyme choline acetyltrans-
ferase (ChAT) inhibitors. Effective inhibitors of ChAT
presumably will reduce the levels of acetylcholine. This leads
to intriguing suggestion that ChAT inhibitors, alone or
coupled with other agents, might be used as potential
prophylactic protecting agents for those who might be
exposed to nerve gases that block acetylcholine esterase as
their mechanism of action.7 Among the types of inhibitors
of ChAT reported,trans-N-methyl-4-(1-naphthylvinyl)pyri-
dine (NVP) analogues (Figure 1)8-10 represent the most

extensively explored compounds for structure activity rela-
tionship (SAR) purposes using classical approaches. NVP
analogues are divided into four regions labeleda, b, c, d
(Figure 1). Regiona contains an aromatic group that is
attached via atrans-ethylene linkage, regionb, to a pyri-
dinium ring that comprises regionc. Regiond defines the
various alkyl groups that can be bonded to the pyridinium
nitrogen. In regionc, 2-pyridone-imine analogues of NVP
were also reported as a stronger base than pyridine.8 Reports
also show that an imine moiety-NdCH in region b
enhances the activity.9 All of these stimulated our interest
in the fundamental conformational aspects of imines, how
they differ from the corresponding carbonyl functional
groups, and what significance this could have on inhibitor
design.

To provide insight into imine-enamine tautomerism as well
as the factors that determine the conformational preferences

of ketones, imines, and enamines, we performed ab initio
RHF/6-311G**, MP2/6-311G** and DFT B3LYP/6-311G**
calculations on various ketones and aldehydes and their
corresponding imines and enamines: i.e., 2-butanone,Z/E-
2-butanimine, 1-butenamine, andZ/E-2-butenamine, propa-
nal,Z/E-propanimine, andZ/E-propenamine (Figure 2). We
also hoped to investigate the effect of theZ/E configurations
of these compounds on their conformations.

Methods
In the present study, all ab initio and density functional theory
(DFT) calculations were carried out using the Gaussian03
package.11 The RHF and the Møller-Plesset perturbation
theory (MP2)12 of ab initio methods and Becke’s three
parameter exact exchange functional (B3)13 combined with
gradient corrected correlation functional of Lee-Yang-Parr
(LYP)14 of the DFT method have been employed to optimize
the geometry by implementing the 6-311G** basis set.
During both SCF and geometry optimizations, the default
convergence criteria were used. For seven molecules in

Scheme 1. Possible Reaction Pathway and Equilibria from Ketones to Enamines to Imines

Figure 1. trans-1-Alkyl-4-(1-naphthylvinyl)pyridinium (NVP)
analogue.

Figure 2. Chemical structures of 2-butanone (A); Z-2-butan-
imine (B); E-2-butanimine (C); propanal (D); Z-propanimine
(E); E-propanimine (F); 1-butenamine (G); Z-2-butenamine
(H); E-2-butenamine (I); Z-propenamine; and E-propenamine.
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Figure 2 (A to G), complete exploration of their conforma-
tional space was carried out along the coordinate of the
dihedral angle as defined by atom1-atom2-atom3-atom4 over
a range of 360.0° at an increment of 10.0°. All reported
minima along the potential energy surface were subjected
to full geometry optimizations. The minima were confirmed
using frequency calculations. The infrared data are reported,
and the respective infrared peak assignments were confirmed
by Gaussview. Transition structures were located using the
STQN method and were confirmed with frequency calcula-
tions. For molecules H to K in Figure 2, no dihedral scan
was applied because of the coplanar nature of the CdC
double bonds, and only optimization and frequency calcula-
tions were carried out. NBO charges were determined for
each of the optimized stationary points. Solvent effects for
the minima were investigated by performing single-point
energy calculations using self-consistent reaction field (SCRF)
theory with the isodensity surface polarized continuum model
(IPCM) method in Gaussian03 at the RHF/6-311G**.15 The
SCRF-IPCM calculations were carried out in chloroform,
methanol and water at 298.15 K with solvent dielectric
constants of 4.90, 32.63, and 78.39, respectively.

Results and Discussion
The PES maps for the seven molecules in Figure 2 (A to
G), derived from RHF/6-311G**, MP2/6-311G**, B3LYP/

6-311G** levels of theory, are given in Figures 1S-7S (see
Supporting Information). As shown in Figure 3, the PES
trajectories from RHF/6-311G** (grey dash line) and MP2/
6-311G** (black line) are very close. To simplify the
comparisons, only data from MP2/6-311G** and B3LYP/
6-311G** are reported in the PES figures herein. Systematic
searching of the conformational space for 2-butanone from
MP2/6-311G** yielded five minima. As defined by the C4-
C3-C2dO torsional angles, these angles were approximately
0.0°, 90.0°, 120.0°, -120.0°, -90.0° (Figure 3). The
symmetry of 2-butanone provides for a conformational
degeneracy in the molecule and gives rise to only three
distinct conformations. There are only two distinct minima
for bothZ- andE-2-butanimine (Figure 4), whereZ- andE-
designate the configuration of the N-H bond (cis and trans
to the ethyl group, respectively). The gas-phase energies and
characteristic torsion angles for all seven minima are reported
in Table 1. The differences in energy for these seven minima
are less than 4.00 kcal/mol. In any case, the cis conformation
has the lowest gas-phase energy (Table 1 and Figures 3 and
4). The cis, skew, gauche, and trans conformations as defined
by the C4-C3-C2dO dihedral angle are 0.0°, 90.0°, 120.0°,
180.0°, respectively. The activation energy barriers among
each of these three minima are less than 2.0 kcal/mol,
indicating that these conformations are interchangeable at
room temperature.

Figure 3. Potential energy surface for 2-butanone at MP2/6-311G** (diamond, black) and at RHF/6-311G** (grey, triangle).

Figure 4. Potential energy surface for 2-butanone and its analogues. The color codes are Z-2-butanimine (B3LYP, blue, diamond);
E-2-butanimine (B3LYP, magenta, square); 2-butanone (B3LYP, black, triangle); Z-2-butanimine (MP2, green, diamond); E-2-
butanimine (MP2, gray, square); and 2-butanone (MP2, orange, triangle), respectively.
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Ab initio calculations have previously been carried out
for 2-butanone.5,16,17In previous calculations, however, full
geometry optimizations failed to give three distinct confor-
mations. By allowing the torsional coordinate to vary by
10.0° increments from 0.0° to 180.0° and constraining all
other structural parameters to those obtained from the
optimized trans conformation, Durig et al.5 reported only two
minima for 2-butanone, one in which the C4-C3-C2dO
torsion angle was 0.0°, and the other at 100.0°. Wiberg and
Martin16 found that the skew conformer (C4-C3-C2dO at
110.0°) was 2.05 kcal/mol higher in energy than the eclipsed
(cis) geometry. Our data show that thegauche-butanone
(C4-C3-C2dO at 120.0°) is about 1.81 kcal/mol higher in
energy than the eclipsed (cis) geometry (Table 1), which is
in good agreement with Wiberg’s paper. Both papers,
however, reported an energetically flat region between 90.0°
and 120.0°. The inability to locate a third minimum in
previous studies probably results from the application of
geometrical constraints or the optimization of the trans and
gauche conformations without a torsional scan. Using MM2
calculations, Bowen et al. also reported an energetically flat
region in the PES between 70.0° and 130.0°.17 The nature
of this region makes the minima at 90.0° and 120.0°
indistinguishable. In addition, different model chemistries
(basis sets) yield slightly different results. As shown in Figure
4 and Figure 1S, PES of 2-butanone from RHF is not as flat

as those from MP2 and B3LYP. The PES trajectory of
2-butanone from B3LYP is so flat between 90.0° and 120.0°
that the minima region seems like a shoulder region. The
full optimization of the geometries at 90.0° and 120.0° gave
two minima, with energies 1.61 and 1.79 kcal/mol above
the cis conformer.

To our knowledge, we are the first to locate three distinct
minima along the PES of 2-butanone (Figures 3 and 4). The
energy difference between the minima at 90.0° and 120.0°,
derived from MP2, is approximately 0.26 kcal/mol. The
activation energy barrier from gauche (120.0°) to skew
(90.0°) and from skew (90.0°) to cis (0.0°) is less than 0.2
kcal/mol. These minor energy differences suggest that the
cis and the skew/gauche conformations are readily intercon-
vertible. The energy difference between the cis and gauche/
skew forms and the preference of the cis conformation are
in very good agreement with other experimental18 and
computational results.5,16,17All three minima of 2-butanone
were geometrically optimized and subsequently confirmed
by frequency calculations. The major peaks of the calculated
infrared spectra of these three minima, which were derived
from the RHF/6-311G** torsional scan of 2-butanone, are
listed in Table 2 and are compared with experimental data.5

The excellent agreement between our calculated infrared
frequencies and the experimental values demonstrates the
calculation reliability.

Table 1. Ab Initio and DFT Gas-Phase Energies and Characteristics of the Conformers for 2-Butanone and Analogs
Calculated at the 6-311G** Level of Theory

conformer name torsiona
HF energy
(Hartree)

∆E (HF)
(kcal/mol)

MP2 energy
(Hartree)

∆E (MP2)
(kcal/mol)

B3LYP energy
(Hartree)

∆E (B3LYP)
(kcal/mol)

1 cis-butanone 0.0 -231.058385417 0.00 -231.056291767 0.00 -232.538467751 0.00
2 skew-butanone 85.4 -231.055975740 1.51 -231.053829221 1.55 -232.535899977 1.61
3 gauche-butanone 120.8 -231.055619900 1.74 -231.053401635 1.81 -232.535608393 1.79
4 trans-butanone-TS 180.0 -231.053509290 3.06 -231.051406829 3.07 -232.534052150 2.77
5 cis-Z-butanimine 0.0 -211.206000593 0.39 -211.203861555 0.36 -212.650927530 0.09
6 gauche-Z-butanimine 104.1 -211.204828851 1.12 -211.202506462 1.21 -212.649273550 1.13
7 trans-Z-butanimine-TS 180.0 -211.201297364 3.34 -211.199159258 3.31 -212.646346026 2.97
8 gauche-Z-butanimine-TS 60.4 -211.203570010 1.91 -211.201379150 1.92 -212.648286182 1.75
9 cis-E-butanimine 0.0 -211.206615733 0.00 -211.204438625 0.00 -212.651078141 0.00
10 gauche-E-butanimine 101.6 -211.204920944 1.06 -211.202663787 1.11 -212.649302964 1.11
11 trans-E-butanimine-TS 180.0 -211.200556444 3.80 -211.198371715 3.81 -212.645467645 3.52
12 gauche-E-butanimine-TS 60.0 -211.203946883 1.67 -211.201683488 1.73 -212.648431749 1.66
13 2-butyl-E-enamine -3.1 -211.197879766 5.48 -211.196080926 5.24 -212.646451815 2.90
14 2-butyl-Z-enamine 174.3 -211.195768495 6.81 -211.194132716 6.47 -212.644203418 4.31
15 1-butyl-enamine-0 177.4 -211.196500492 6.35 -211.194955066 5.95 -212.643305187 4.88
16 1-butyl-enamine-110 -71.7 -211.196617694 6.27 -211.195066736 5.88 -212.643408341 4.81
17 1-butyl-enamine-n110 64.5 -211.197357797 5.81 -211.195763110 5.44 -212.643943377 4.48

a Torsion angle as Φ(C4-C3-C2)O/N) (degrees).

Table 2. Comparison of Calculated and Observed Infrared Frequencies (cm-1) and Vibrational Assignment for 2-Butanone
from RHF/6-311G**a

calculated
observed

infrared (gas) cis (0) gauche (60) skew (90) assignment

2902 3252 (2904) 3250 (2902) 3250 (2902) CH3 symmetric stretch
2892 3238 (2891) 3235 (2889) 3239 (2892) CH2 symmetric stretch
1739 1993 (1780) 1991 (1778) 1993 (1780) C)O stretch
1360 1525 (1361) 1520 (1358) 1520 (1358) CH3 symmetric deformation
1186 1287 (1149) 1328 (1186) 1318 (1177) CH3 in-plane rock

a The frequency data within parentheses are scaled from the calculated data by a factor of 0.8929.
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In contrast to 2-butanone, the torsional scan of 2-butan-
imine from all three models resulted in two minima: a cis
and gauche conformation at 0.0° and 110.0°, respectively,
as defined by the C4-C3-C2dN dihedral (Figure 4). The
energies for these minima as well as their transition states
(with a “TS” tag) are listed in Table 1. Our data implies
that theZ/E configuration of the CdN double bond does
have an influence on the relative energy of the minima; the
E-form (grey, square in Figure 4) is about 0.36 kcal/mol
lower in energy than theZ-isomer (green, diamond in Figure
4). In Table 3, the calculated infrared frequencies ofZ/E-
butanimine derived from RHF/6-311G** are listed and
compared to those from experiments.19 The scaled calculated
CdN stretching frequency at 1693 cm-1 and C3-C2dN-H
torsional frequency at 869 cm-1 are close to those observed
experimentally (1652 cm-1 and 878 cm-1, respectively). The
good agreement between the calculated and observed fre-
quencies strongly suggests the accuracy of our calculations.
Table 3 also shows that theE-configuration has a lower
C-CdN-H torsional frequency than theZ-configuration.
This observation further confirms that the configuration of
the CdN bond does influence properties of different
configurations. Among the four minima of 2-butanimine, our
calculations show that thecis-(E) conformation has the lowest
energy. This observation agrees very well with the compu-
tational results from other groups.4,6

Our results show a deep energy well for 2-butanimine in
the region of 90.0° to 120.0°, whereas the corresponding
region for 2-butanone gives a relatively flat energy well. The
activation energy barrier from thegauche-butanimine to the
cis-butanimine is about 0.6-0.8 kcal/mol and is much larger
than that of thegauche- to skew- and theskew- to cis-
butanone (<0.2 kcal/mol). Such an energy difference con-
tributes to a larger population of the imine gauche form and
produces the deep well in the butanimine PES between 60.0°
and 90.0°.

The Newman projections and natural charge populations
for all minima and transition structures (with a “TS” tag)
for 2-butanone and its imines are illustrated in Figures5-7.
Note that the charges of the terminal methyl groups are given
as the sum of the charges on the methyl carbon atom and
the three attached hydrogens. As shown in Figures 5-7, the
stabilizing interaction leading to a preference for eclipsing
of the methyl group with the carbonyl group or imine group
cannot be explained by steric interaction alone. Although it
is true that such a steric interaction poses a highly unfavor-
able hindrance for the transition structurestrans-butanone
andtrans-E/Z-butanimine, such a steric interaction by itself

cannot explain why thegauche-Z/E-butanimine is an energy
minimum, whilegauche-Z/E-butanimine-TS is a transition
structure due to the fact that the distance between two

Table 3. Comparison of Calculated and Observed Infrared Frequencies (cm-1) and Vibrational Assignment for
2-Butanimine from RHF/6-311G**a

calculated
observed

infrared (gas) Z-cis Z-gauche E-cis E-gauche assignment

2894 3231 (2884) 3232 (2885) 3236 (2889) 3233 (2886) CH3 symmetric stretch
1652 1897 (1694) 1896 (1693) 1899 (1696) 1897 (1694) C)N stretch
1385 1561 (1393) 1551 (1385) 1556 (1389) 1542 (1376) CH3 symmetric deformation
1286 1426 (1273) 1459 (1302) 1432 (1278) 1451 (1295) CH2 wag + CNH bend

878 966 (862) 971 (869) 952 (850) 951 (849) C-C)N-H torsion
a The frequency data within parentheses are scaled from the calculated data by a factor of 0.8929.

Figure 5. Newman projection structures and partial charges
for atoms of 2-butanone.

Figure 6. Newman projection structures and partial charges
for atoms of Z-2-butanimine.
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terminal carbons is 3.27 Å for the former and 3.68 Å for the
latter (Figure 6). However, the bond dipole interaction
between the CdO and the-CH2-CH3 is maximized incis-
butanone because of theanti-parallel orientation of two bond
dipoles. Though the dipole for the CdO group and the C-H
bond ingauche-butanone is in the parallel orientation, the
increasing steric interaction between two terminal methyl
groups leads to a higher energy minimum for thegauche-
butanone. Although there is an angle of roughly 20.0°
between the opposite dipoles of the CdO and C-H bonds,
the distance between the two terminal methyl groups in the
skew-butanone is larger, and, thus the steric interaction is
minimized. Each of these factors contributes to a minimum
energetically more favorable than thegauche-butanone. As
for the transition structure between thegauche-and theskew-
butanone, the steric interaction between two terminal methyl
groups should fall in the range defined by theskew-and the
gauche-butanone. The angle between the bond dipoles along
the CdO and-CH2-CH3 bonds of the transition structure
is similar to that of both theskew-and gauche-butanone
minima. The combination of such steric and bond dipole
interactions contributes to a transition structure that is
structurally and energetically similar to the skew and gauche
conformation and thus results in a flat region in the PES.

Combinations of steric and bond dipole interactions can
help rationalize the higher energy of thetrans-Z/E-butan-
imine-TS, the lower energy of thegauche-Z/E-butanimine,
and the even lower energy of thecis-Z/E-butanimine.
Although the transition structure of thegauche-Z/E-butan-
imine-TS has less steric interactions than thegauche-Z/E-
butanimine (Figures 6 and 7), the stabilizing bond dipole
interaction between the CdN group and the C-H group is
less dominant in the transition structure than in the gauche-
minimum which may be attributed to the larger magnitude

of the resultant bond dipole vector. More importantly, the
combined charge of the terminal methyl becomes positive
in the transition structure and subsequently introduces a
highly destabilizing repulsion between the positively charged
hydrogen atom of the imine and the positively charged
methyl group. Forgauche-Z/E-butanimine, the combined
charge for the methyl group is negative and a stabilizing
attraction between the negatively charged methyl group and
the positively charged hydrogen atom on the imine exists.
The combination of steric, bond dipole, and charge-charge
interactions leads to a much higher energy for the transition
structure ofgauche-Z/E-butanimine-TS relative to thegauche-
Z/E-butanimine. Therefore, a deep well appears in the region
where thegauche-Z/E-butanimine conformation lies. The
slight stability of theE- over theZ-configuration of butan-
imine, as shown in Figures 4-7, can also be explained by
this bond dipole interaction. The orientation of the imine
hydrogen atom in theZ/E form provides for a bond dipole
that combines with the imine bond dipole resulting in a
different composite dipole. This dipole then interacts with
either the CH2-CH3 or the C-H dipoles. It is obvious that
the hydrogen atom of theE-form CdNH is in a better
position to produce a more favorable bond dipole and thus
contribute to a lower energy minimum.

The steric, bond dipole, and charge-charge interactions
also aid in understanding propanal andZ/E-propanimine
conformations. Systematic torsional scans yield two minima
(cis and gauche) for each of the three molecules from three
different torsional scan methods (Figures 8 and 4S-6S). The
energies for each of the minima and the transition structures
are listed in Table 4. The Newman projections and the partial
charges of propanal andZ/E-propanimine are shown in
Figures 8S-10S. A favorable bond dipole interaction and a
minimal steric interaction between the CH2-CH3 and the
C(O)-H groups result in the cis conformation being the most
favorable. Note that the gauche minimum has a favorable
bond dipole interaction between the C-H and the CdO (or
CdN) bonds and that the gauche transition structure has an
unfavorable electrostatic repulsion resulting from two closely
interacting positively charged hydrogen atoms. As a result,
the gauche transition structure of all three analogues is much
higher in energy than the gauche minima. As shown in Figure
8 and Table 4, the gauche transition structures in propanal
and Z/E-propanimine, derived from three different model
chemistries, have the highest energy relative to their cis
minima, approximately 2.1-3.2 kcal/mol higher in energy.
This leads to a deep well around the gauche minimum.
Again, theZ/E configuration plays an important role inZ/E-
propanimines. For example, thecis-Z-propanimines from all
three methods are 0.8-1.2 kcal/mol higher in energy than
their E counterparts. Other research groups have observed
similar PES for propanal.16,20 The optimized minima were
further verified by the frequency calculations. The calculated
infrared spectra for propanal and both propanimines show
similar frequencies for the CdN stretch and C-CdN-H
torsions and demonstrate that these calculations successfully
reproduce the data from experiments.20

As mentioned earlier, during the interconversion of the
carbonyl group of a ketone or an aldehyde to an imine, there

Figure 7. Newman projection structures and partial charges
for atoms of E-2-butanimine.
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exists some equilibrium between the enamine and imine
structures (Scheme 1). Such an equilibrium has been reported
for enaminosulfones21 and methyl 2-acetamidoacrylates.22

The imine-enamine tautomerism is proposed as a mechanism
of the proline-catalyzed direct aldol reaction between acetone
and acetaldehyde.23 Due to the geometry of the CdC double
bond, only optimizations of 2-butyl-Z/E-enamine andZ/E-
propyl-enamine were carried out. The energies of the
optimized geometries are listed in Tables 1 and 4, respec-
tively. For 1-butyl-enamine, there are three minima along
the PES which was discovered from a torsional scan of the
C-C-CdC dihedral angle (Figures 9 and 7S). The energies
for these three minima are listed in Table 1. The relative
energies of the enamines were determined based on the
lowest energy of the corresponding isomeric imines (cis-E-
butanimine). Through this comparison, the enamines are
shown to be much higher in energy than their imine isomers,
5.2-6.8 kcal/mol higher than thecis-E-butanimine isomer
in both RHF and MP2 methods. This finding suggests that
the conversion of 2-butanone and propanal will predomi-
nantly yield the corresponding imine instead of enamine,
which is consistent with experiments.22 Furthermore, the

calculations also show that the eclipsed configuration, theZ
form, has lower energy than theE-configuration (Tables 1
and 4). The energetic difference can be attributed mainly to
minimal steric hindrance in theZ-configurations (Figure 11S,
in Supporting Information). The stability of 1-butyl-enamine-
n110 is likely to be the result of less steric interaction
between the CdCH2 and the terminal CH3 groups and better
bond dipole interaction between the C-CH3 and the C-NH2

bonds. The small energy difference between the lowest
energy minima for 1-butenamine and 2-butenamine suggests
that if there is any equilibrium between imines and enamines,
these two butenamines may have approximately equal
populations.

The solvent effect on the optimized minima was calculated
using the IPCM method and is shown in Table 5. For
2-butanone and propanal, the cis conformations not skew-
or gauche-conformations are still preferred in chloroform,
methanol, and water. For propanimines,cis-E-propanimine
has the lowest energy in the gas phase, whilegauche-E-
propanimine andcis-Z-propanimine are more favorable in
more polar solvents, such methanol and water. Similarly,cis-
Z-butanimine is more favorable in more polar solvents, while

Table 4. Ab Initio and DFT Gas-Phase Energies and Characteristics of the Conformers for Propanal and Propanimines
Calculated at the 6-311G** Level of Theory

conformer name torsiona
HF energy
(Hartree)

∆E (HF)
(kcal/mol)

MP2 energy
(Hartree)

∆E (MP2)
(kcal/mol)

B3LYP energy
(Hartree)

∆E (B3LYP)
(kcal/mol)

1 cis-propanal 0.0 -192.003484947 0.00 -192.001350873 0.00 -193.202772379 0.00
2 gauche-propanal 125.2 -192.001564766 1.20 -191.999408387 1.22 -193.200639060 1.34
3 gauche-propanal-TS 70.0 -191.999847100 2.28 -191.997661366 2.32 -193.199007296 2.36
4 trans-propanal-TS 180.0 -192.000359676 1.96 -191.998256835 1.94 -193.199503493 2.05
5 cis-E-propanimine 0.0 -172.155841845 0.00 -172.153690609 0.00 -173.319150184 0.00
6 gauche-E-propanimine 120.0 -172.155092712 0.47 -172.152939119 0.47 -173.318146664 0.63
7 gauche-E-propanimine-TS 60.0 -172.152483243 2.11 -172.150229734 2.17 -173.315687045 2.17
8 trans-E-propanimine-TS 180.0 -172.152509425 2.09 -172.150437311 2.04 -173.315646499 2.20
9 cis-Z-propanimine 0.0 -172.153906329 1.21 -172.151773840 1.20 -173.317832209 0.83
10 gauche-Z-propanimine 121.9 -172.153743898 1.32 -172.151586161 1.32 -173.317037405 1.33
11 gauche-Z-propanimine-TS 60.0 -172.150811089 3.16 -172.148594804 3.20 -173.314511103 2.91
12 trans-Z-propanimine-TS 180.0 -172.151655370 2.63 -172.149591801 2.57 -173.315139277 2.52
13 Z-propyl-enamine 2.6 -172.148720083 4.47 -172.146764767 4.35 -173.316285220 1.80
14 E-propyl-enamine 180.0 -172.146175156 6.07 -172.144875228 5.53 -173.314324062 3.03

a Torsion angle as Φ(C4-C3-C2)O/N) (degrees).

Figure 8. Potential energy surface for propanal and its analogues. The color codes are Z-propanimine (B3LYP, blue, diamond);
E-propanimine (B3LYP, magenta, square); propanal (B3LYP, black, triangle); Z-propanimine (MP2, green, diamond); E-
propanimine (MP2, gray, square); and propanal (MP2, orange, triangle), respectively.
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cis-E-butanimine is preferred in the gas phase. The IPCM
energy of each conformation of 2-butanone, propanal, and
their imine analogues shows that the difference between the
gas-phase energy and the IPCM energies from three different
solvents decreases as the solvent polarity increases. This
indicates that those conformations would be more stable in
more polar solvents, e.g. methanol and/or water. For enamine,
however, the energies become increasingly larger than the
gas-phase energy as the solvent polarity increases. Therefore,
the energy difference between enamine and the relevant
imine becomes larger. Our calculations indicate that the polar
solvent would stabilize the imines. These results are in very
good agreement with the calculations from Rankin’s paper,
which reported enamine to be 27.3 kJ/mol lower than the
imine in the gas phase but 9.8 kJ/mol higher than the imine
in DMSO.23

All of our above discussions on imine linkage may help
in understanding the conformational preferences for-NdCH

and -CHdN moieties in NVP analogues, which might
suggest a modification of the pharmacophore model.

Conclusion
Our calculations have provided an explanation for the
conformational behavior of 2-butanone, propanal, and their
imines and enamine derivatives. Our data suggest that for
2-butanone and propanal, steric and bond dipole interactions
are primarily responsible for the conformational preferences
of ketones and propanals. Additionally, charge-charge
interaction might also play an important role in determining
the imine conformations. In contrast, for enamines, the steric
interactions are the major energy contributions, although
bond dipole interactions might also exert some influence.
Our results also suggest that for the conversion of butanone
and/or propanal, the imine would be the predominant product,
not the enamine. Lastly, our results are in good agreement
with previous experimental and computational results and

Figure 9. Potential energy surface for 1-butenamine (MP2: black square; B3LYP: gray triangle).

Table 5. Ab Initio SCRF-IPCM Energies of the Conformers for 2-Butanone, Propanal, and Their Analogs Calculated at the
RHF/6-311G(2d, 2p) Level of Theory

conformer name torsiona
∆E (gas)
(kcal/mol)

energy
(CHCl3, Hartree)

∆E (CHCl3)
(kcal/mol)

energy
(MeOH, Hartree)

∆E (MeOH)
(kcal/mol)

energy
(H2O, Hartree)

∆E (H2O)
(kcal/mol)

1 cis-butanone 0.0 0.00 -231.0648250 0.00 -231.0677853 0.00 -231.0681391 0.00
2 skew-butanone 85.4 1.51 -231.0628746 1.22 -231.0658420 1.22 -231.0661906 1.22
3 gauche-butanone 120.8 1.74 -231.0622612 1.61 -231.0653047 1.56 -231.0656627 1.55
4 cis-Z-butanimine 0.0 0.39 -211.2115951 -0.20 -211.2141008 -0.29 -211.2143951 -0.29
5 gauche-Z-butanimine 104.1 1.12 -211.2104819 0.50 -211.2130419 0.38 -211.2133429 0.37
6 cis-E-butanimine 0.0 0.00 -211.2112795 0.00 -211.2136461 0.00 -211.2139325 0.00
7 gauche-E-butanimine 101.6 1.06 -211.2104131 0.54 -211.2129336 0.45 -211.2132328 0.44
8 2-butyl-E-enamine -3.1 5.48 -211.2010881 6.40 -211.2029120 6.74 -211.2031344 6.78
9 2-butyl-Z-enamine 174.3 6.81 -211.1991754 7.60 -211.2010528 7.90 -211.2012799 7.94
10 1-butyl-enamine-0 177.4 6.35 -211.2004321 6.81 -211.2024490 7.03 -211.2026928 7.05
11 1-butyl-enamine-110 -71.7 6.27 -211.2006143 6.69 -211.2026835 6.88 -211.2029344 6.90
12 1-butyl-enamine-n110 64.5 5.81 -211.2009515 6.48 -211.2029256 6.73 -211.2031691 6.75
13 cis-propanal 0.0 0.00 -192.0094892 0.00 -192.0122541 0.00 -192.0125835 0.00
14 gauche-propanal 125.2 1.20 -192.0079538 0.96 -192.0107282 0.96 -192.0110528 0.96
15 cis-E-propanimine 0.0 0.00 -172.1600476 0.00 -172.1622079 0.00 -172.1624707 0.00
16 gauche-E-propanimine 120.0 0.47 -172.1600621 -0.01 -172.1623677 -0.10 -172.1626419 -0.11
17 cis-Z-propanimine 0.0 1.21 -172.1597472 0.19 -172.1622479 -0.03 -172.1625386 -0.04
18 gauche-Z-propanimine 121.9 1.32 -172.1596196 0.27 -172.1621684 0.02 -172.1624661 0.00
19 Z-propyl-enamine 2.6 4.47 -172.1522905 4.87 -172.1542339 5.00 -172.1544685 5.02
20 E-propyl-enamine 180.0 6.07 -172.1494489 6.65 -172.1512576 6.87 -172.1514772 6.90

a Torsion angle as Φ(C4-C3-C2)O/N) (degrees).
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should provide a better understanding of the ketone (alde-
hyde), imine and enamine interconversion. Moreover, the
calculations strongly suggest conformational preferences
in NVP analogues where thetrans-ethylene connecting
group might be replaced by imine linkages. Whether or not
this has conformational implications for ChAT inhibitor
design remains to be answered and will be addressed in future
work.

Supporting Information Available: PES maps for the
conformational scan for seven molecules in Figure 2(A to
G) (Figures 1S-7S) and Newman projection structures and
partial charges for atoms of propanal (Figure 8S),Z-propan-
imine (Figure 9S),E-propanimine (Figure 10S), andZ/E-
butenamine (Figure 11S). This material is available free of
charge via the Internet at http://pubs.acs.org.
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Abstract: Theoretical surface spectroscopy for NO on the Pt(111) surface is carried out and

combined with the experimentally known facts to elucidate the structures, absorption sites,

absorption energies and K-shell binding energies of NO adsorbates on the surface. The electronic

structures were studied by using the dipped adcluster model (DAM) for chemisorptions on a

metal surface proposed previously and the symmetry-adapted-cluster configuration-interaction

(SAC-CI) method, which is an established method for studying molecular spectroscopy. The

natures of the two different adsorption species suggested experimentally have clearly been

identified based on the studies on the geometries, vibrational frequencies, adsorption energies,

and the N and O K-shell binding energies. The PES (potential energy surface) of NO on the

metal surface was also calculated. The most stable adsorption species was on the fcc or the

hcp hollow site, and the on-top one was less stable. The 2-fold bridge site did not have a minimum

on the PES and therefore was only transient. The inter NO interactions at higher densities were

shown to be rather weak. We examined the cluster model (CM) vs the DAM as a model of the

surface adsorption on a metal surface. The CM was shown to be unable to describe the

adsorption of NO on a metal surface, demonstrating the importance of the electron transfer

between the NO and Pt surfaces included in the DAM. The DAM and the SAC-CI methods

proved to be a useful tool for studying the nature, electronic structure, and the spectroscopic

properties of the adsorbates on a metal surface.

1. Introduction
Nitric oxides (NOx) are the substances included in exhaust
gases from automobiles, factories and industries. The nature
of the adsorptions of NOx on metal surfaces has been widely
investigated by using spectroscopic techniques1-15 such as
electron energy loss spectroscopy (EELS), infrared reflection
absorption spectroscopy (IRAS), scanning tunneling micros-
copy (STM), low-energy electron diffraction (LEED), elec-

tron spectroscopy for chemical analysis (ESCA), and ultra-
violet(U) or X-ray(X) photoemission spectroscopy (PS).
These experiments have given the information about the
electronic structures and the bonding of the adsorbates on
the metal surfaces. We investigate here the nature of the
adsorptions of the simplest nitric oxide, NO on the Pt(111)
surface.

There are many examples of molecular and dissociative
adsorptions of NO on metal surfaces.16 On a Pt surface, it
is generally agreed that NO adsorbs molecularly at low
temperature with its N atom toward the surface. Due to
EELS1,2,6,14and IRAS3,7,9,11experiments, an N-O stretching
band lay at the range of 1476-1516 cm-1 at low coverage,
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and as the coverage increased, a new band began to develop
around 1700-1725 cm-1 and at the same time, the first band
decreased: the first peak nearby 1500 cm-1 was converted
into the new peak nearby 1700 cm-1. Hayden3 considered
that NO converts from the bridge site to the on-top site at
near-saturation coverage. Sexton et al.2 also reported the
existence of the two types of adsorbates at low and high
coverage. Various adsorption models were suggested by
many experimental techniques such as LEED1,10,15 and
STM.13,14 Materer et al.10 reported that an fcc hollow site
adsorption was observed by the p(2× 2) LEED pattern.
Matsumoto et al.15 also performed the dynamical LEED
analysis and reported the adsorption sites of NO to be at the
on-top site and at the fcc- and hcp-hollow sites.

The nature of the interaction between NO and a metal
surface is interesting. NO is a radical in a gas phase and has
one electron in theπ*-MO. When adsorbed on a metal
surface, the NO stretching frequency shows a red shift from
that of the gas phase: it is 1876 cm-1 in a gas phase and
around 1500 cm-1 on Pt(111) at low coverage and is around
1600 cm-1 on Pd (111) at the same condition. This indicates
that the electron transfer occurs on a metal surface from the
metal surface to the adsorbate NO. Between the donation
and the back-donation interactions between NO and a metal
surface, the back-donation interaction is more important.

In the previous theoretical studies, Ge et al.17 reported that
the 3-fold fcc hollow site is most stable and the 3-fold hcp
hollow site is next by the density functional theory (DFT)
calculations using a cluster model. Koper et al.18 compared
the adsorption energies of the on-top and hollow sites by
the DFT calculations and explained that the hollow site is
more stable. Aizawa et al.19 calculated the adsorption energies
for the three types of coverage using the periodic boundary
model. All of these reports show that the 3-fold hollow site
is the most stable.

When NO is adsorbed on a Pt surface, electrons are
withdrawn from the metal to NO. When we use the cluster
model (CM), the effects of the free electrons of the bulk
metal are not well described. We therefore use the dipped
adcluster model (DAM)20,21 proposed by one of the authors
to describe the chemisorptions and catalytic reactions on a
metal surface. It naturally describes the effect of the electron
transfer between adsorbates and the metal surface and the
image force effects characteristic to the metal surface. We
study the structures, vibrations, absorption sites, and sur-
face PES (potential energy surface) for the NO on the
Pt(111) surface with the DAM combined with the density
functional theory (DFT). We also study the possibility of
the interadsorbate interactions expected at high coverage
adsorptions.

The K-shell binding energies of NO adsorbates are
observed experimentally and show some interesting features.
Recently, we have shown that the SAC (symmetry adapted
cluster)22/SAC-CI (configuration interaction)23 method de-
scribes well the K-shell ionizations of various molecules in
excellent agreement with the experimental values.24 We apply
here the SAC-CI method combined with the DAM to
elucidate the origin of the different K-shell binding energies
observed for NO at different coverage situations.

In all the aspects of the present study of the NO adsorbed
on the Pt(111) surface, the importance of the DAM has been
stressed. We then compare the DAM with the CM directly
for the adsorption energy and some other properties of NO
on the Pt(111) surface and then enter into the detailed
discussions on the nature of the chemisorptions.

2. Computational Details
In this study, we used the DFT method with the B3LYP25,26

potential and combined it with the dipped adcluster model
(DAM).20,21The DAM was used to include the effect of the
electron exchange between the adsorbates and the bulk metal,
which is considered to be very important on the metal
surface. The cluster model cannot describe such effect. We
also included the energy correction due to the image force27

on the metal surface. We used the highest spin-coupling
model, and so one-electron transfer from the bulk metal to
the adcluster was assumed.20,21

Four adsorption sites, (1) on-top, (2) 2-fold bridge, (3)
3-fold fcc-hollow, and (4) 3-fold hcp-hollow, shown in
Figure 1, were investigated using the experimental geometry
of the (111) surface. We used five different sizes of clusters
shown in Figure 2 to mimic the (111) surface: (a) Pt3(3,0),
(b) Pt4(4,0), and (c) Pt7(7,0) clusters, which contain respec-
tively, three, four, and seven atoms only in the first layer,
(d) Pt4(3,1) and (e) Pt10(7,3) clusters, which contain double
layers.

The geometry of the adsorbed molecule on the surface
was optimized using the DAM+DFT method. Materner et
al. reported that the geometry relaxation of the metal-metal
distance on the Pt(111) surface was very small; the change
of the Pt-Pt bond length was less than 0.1 Å. Then, we
used the fixed Pt-Pt bond length at its bulk lattice value of
2.77 Å.28 The convergence criterion of the geometry opti-
mization on the first derivative of the total energy was 0.0003
hartree/bohr (default value). After the optimizations, the
vibrational analyses were carried out to evaluate the harmonic
frequencies and the IR intensities.

All calculations were performed using the Gaussian 03
software package.29 For the DFT calculations, the basis set
for Pt atom was (3s3p3d)/[3s3p2d], and Xe core was replaced
by the effective core potential.30 For oxygen and nitrogen,
we used the standard LANL2DZ plus diffuse and polarization
functions.31 On the other hand, for the calculations of the
core electron binding energy of the adsorbed NO using the

Figure 1. Model and four adsorption sites on the Pt(111)
surface: (1) on-top, (2) 2-fold bridge, (3) 3-fold fcc-hollow,
and (4) 3-fold hcp-hollow.
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SAC-CI general-Rmethod, we used the basis set well tested
in the correlation calculations. We used the Ahlrich’s core-
valence triple-ú basis32 for N and O atoms and Christiansen’s
ECP basis for Pt.33 The reference functions for the SAC-CI
calculations were the Hartree-Fock wave function chosen
for the DAM.

3. DAM vs CM
Table 1 shows a comparison between the DAM and CM for
the adsorption energy and the charges of NO on the Pt(111)
surface. The adsorption geometries were optimized inde-
pendently for both CM and DAM. Referring to the adsorption
energy, we see that the CM does not describe a stable
adsorption of NO on the Pt(111) surface. The adsorption
energy calculated by the CM is negative for all the adsorption
sites, while the DAM gives positive (stable) adsorption
energy for all the adsorption sites. This clearly shows the
advantage of the DAM over the CM, since experimentally
NO is preferably adsorbed on the Pt(111) surface. Further-
more, the stability order is also in contradiction with that of
DAM and the experiment (as seen later): the 3-fold site is
more repulsive than the on-top site. Detailed discussions on
the relative stabilities, etc., will be given below.

We show in Table 2 the size dependence of the adsorption
energy in the DAM and CM. Not only for the Pt10(7,3) model
given in Table 1, the CM gives negative adsorption energy
in various cases, while the DAM gives always the positive
adsorption energy. The cluster size dependence in the DAM
will be discussed in the next section.

We see that the DAM describes larger electron transfer
to NO than the CM. The NO charge calculated with the
DAM is -0.4 for the 3-fold site,-0.1 for the 2-fold site,
and -0.14 for the on-top site, while that with the CM is
-0.24,+0.03, and 0.0, respectively. This electron transfer
from the Pt surface to theπ* orbital of NO seems to be
important for describing the interaction between the chemi-
sorbed NO on a metal surface.

We show in Table 1 the calculated stretching vibration
frequency of NO (νNO) and the IR intensity both with the
DAM and CM. As we will see from discussions given below,
the DAM gives reasonable vibration frequency for both
3-fold and on-top geometries, but the frequency calculated
with the CM is not well comparable with the experimental
values.

The IR peak intensity of the higher frequency (1700-
1725 cm-1) is larger than lower one (1476-1516 cm-1).16

This means that the IR intensity is larger at the on-top site
than at the 3-fold site. This is reproduced with the DAM
but not with the CM.

The above comparative calculations show that the electron
transfer from the bulk metal to the adsorbates is important
for the adsorption of NO on the Pt surface. Then we use the
DAM to study the chemisorption and spectroscopy of NO
on the Pt(111) surface.

4. Structure, Vibrational Frequency, and
Adsorption Energy - Cluster Size
Dependence
The structure of NO on the Pt(111) surface was observed
by spectroscopic techniques such as NEXAFS.12 Two types
of NO adsorbates with the bond lengths of 1.16 and 1.24
Å12 were reported on the Pt(111) surface. Croci et al. reported
experimentally the adsorption energy of NO on the Pt(111)
surface to be 1.29 eV.8 Only one adsorption energy was
reported, and this energy seems to correspond to the most
stable adsorption species of NO on the Pt(111) surface. This
adsorption energy on the Pt(111) surface is smaller than those
on other indices of the Pt surface reported by Yeo, Vattuone,
and King, namely 1.98 eV on Pt(100)34 and 1.68 eV on
Pt(110),35 representing the natures of the interactions between
the surfaces and the adsorbates.

We examined here first the cluster size dependence of the
DAM on the optimized geometry, vibrational frequency, and
the adsorption energy by using five different types of clusters
shown in Figure 2. The result of the calculation was
summarized in Table 3. We see first small model size
dependence on the optimized NO length. For the on-top site,
the calculated length was 1.19, 1.19, 1.20, 1.17, and 1.20 Å
for the Pt3(3,0), Pt4(4,0), Pt7(7,0), Pt4(3,1), and Pt10(7,3)
models, respectively. This result indicates that the experi-
mental bond length of 1.16 Å12 would correspond to the on-
top type NO. Similarly, we also examined the NO length
for other adsorption sites, 2-fold bridge, 3-fold fcc hollow,
and 3-fold hcp hollow sites. The calculated NO length for
the 2-fold bridge site was in the range of 1.20-1.21 Å and
that of the 3-fold hollow fcc and hcp sites was in the range
of 1.22-1.24 Å. The experimentally proposed value for the
bridge or hollow site was 1.24 Å.12 From the present result,

Figure 2. Cluster models used in this work: (a) Pt3(3,0), (b)
Pt4(4,0), (c) Pt7(7,0), (d) Pt4(3,1), and (e) Pt10(7,3).
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we assigned the observed bond length of 1.24 Å to be due
to the 3-fold hollow site. Thus, the small cluster size
dependence of the calculated NO length and the reliability
of the present DAM model have enabled us to make a unique
assignment of the adsorption site.

We next calculated the NO vibration frequency at the
optimized geometry of the different size DAM. The calcu-
lated N-O stretching frequency for the on-top site was in
the range of 1661-1762 cm-1, that for the 2-fold site was
1503-1648 cm-1, and that for the 3-fold hollow site was

1406-1503 cm-1. Two different stretching frequencies were
reported by EELS and IRAS,16 which would correspond to
different absorption species of NO on the Pt(111) surface.
The lower frequency was 1476-1516 cm-1 and the higher
one was 1700-1725 cm-1. Compared to our theoretical
results, the stretching band of the lower frequency is assigned
to the NO on the 3-fold hollow site and that of higher
frequency is assigned to the on-top one.

Finally, we examine the adsorption energy (Eads.), which
is defined as the stabilization energy of NO adsorbed on the
surface relative to the gas-phase; Eads.) E(Ptn) + E(NO) -
E(PtnNO). The calculated adsorption energy shows a rela-
tively large model size dependence and a small size DAM
tends to overestimate the adsorption energy. This is because
the small cluster has a relatively large number of unsaturated
bonds that are stabilized by forming PtnNO. The result of
the largest DAM using Pt10(7,3) cluster is 1.25 eV for the
3-fold fcc-hollow site and 1.26 eV for the hcp-hollow site,
in good agreement with the experimental value, 1.29 eV.
This indicates that the experimental value is due to the
adsorption on the 3-fold hollow site. The comparison with
the Pt7(7,0) model for the 3-fold fcc-hollow site clearly shows
an important role of the second Pt layer in the Pt10(7,3)
cluster.

5. Geometry and Potential Energy Diagram
of NO on the Surface
We examined the potential energy diagram of NO on the
Pt(111) surface using the Pt10 (7,3) model and showed the
result in Figure 3. The values in parentheses are the results
obtained with the Pt7(7,0) model. The potential energy (Ep)
is defined similarly to the adsorption energy as Ep ) E(Ptn)
+ E(NO) - E(PtnNO) and is a function of the position of
NO on the surface. We also show in Figure 3 the optimized
geometries (RC1-RC3) and the transition states (TS1, TS2).
The energy difference between the 3-fold fcc and hcp hollow
sites was very small, only 0.01 eV, and therefore, we use in
the following discussions the result of the 3-fold fcc hollow
site model. For the migrating from the on-top site to the
3-fold site, the transition state (TS1) was found and the
barrier was 0.59 eV. We also found another TS (TS2) from
the on-top site to the 2-fold site and the barrier was 0.22
eV. The on-top site (RC1) and the 3-fold hollow site (RC3)
had true minima, but there was no true minimum at the 2-fold
bridge site: it was a transient species that is not stable. This

Table 1. Adsorption Energies (Eads) and Charges of Pt10(7,3) Model: Comparison of the DAM and the Neutral Cluster
Model

on-top 2-fold 3-fold fcc 3-fold hcp

site model DAM CM DAM CM DAM CM DAM CM

Eads (eV)
calc 0.37 -1.41 0.50 -1.31 1.25 -1.53 1.26 -1.60
exptl. 1.29

νNO (cm-1)
calc 1706 1752 1626 1689 1482 1536 1475 1484
exptl. 1700-1725 1476-1516

IR intensity 639 432 522 496 396 362 497 492
charge on N -0.12 -0.03 -0.09 -0.01 -0.21 -0.11 -0.20 -0.11
charge on O -0.02 0.03 -0.01 0.04 -0.19 -0.13 -0.22 -0.12
charge on Pta 0.57 1.00 0.21 0.37 0.10 0.18 0.17 0.12
a The averaged value for the nearest Pt atoms from NO adsorbate.

Table 2. Size Dependencies in the DAM and the CM on
the Adsorption Energy (Eads.) in eV Using Five Clusters
Shown in Figure 2

on-top 2-fold 3-fold fcc 3-fold hcp
site

model DAM CM DAM CM DAM CM DAM CM

Pt3 (3,0) 2.09 0.22 1.49 -0.50 1.89 -0.21

Pt4 (4,0) 1.90 -0.57 1.59 -1.19 2.71 -0.15

Pt4 (3,1) 1.24 -0.73 1.23 -1.03 1.43 -0.83

Pt7 (7,0) 1.70 0.60 2.02 -0.02 2.94 0.24

Pt10 (7,3) 0.37 -1.41 0.50 -1.31 1.25 -1.53 1.26 -1.60

exptl.a 1.29
a Reference 8.

Table 3. Cluster Size Dependences of the DAM on the
Calculated NO Length, Frequency, and the Adsorption
Energy (Eads.) Using Five Clusters Shown in Figure 2

site model RN-O (Å) νN-O (cm-1) Eads (eV)

on-top Pt3 (3,0) 1.19 1661 2.09
Pt4 (4,0) 1.19 1690 1.90
Pt4 (3,1) 1.20 1666 1.24
Pt7 (7,0) 1.17 1762 1.70
Pt10 (7,3) 1.18 1706 0.37

2-fold Pt3 (3,0) 1.21 1503 1.49
Pt4 (4,0) 1.21 1594 1.59
Pt4 (3,1) 1.21 1572 1.23
Pt7 (7,0) 1.20 1648 2.02
Pt10 (7,3) 1.20 1626 0.50

3-fold fcc-hollow Pt3 (3,0) 1.24 1406 1.89
Pt4 (4,0) 1.24 1442 2.71
Pt7 (7,0) 1.22 1503 2.94
Pt10 (7,3) 1.23 1482 1.25

3-fold hcp-hollow Pt4 (3,1) 1.23 1453 1.43
Pt10 (7,3) 1.23 1475 1.26

exptl. 1.16b 1700-1725a 1.29c

1.24b 1476-1516a

a Reference 16. b Reference 12. c Reference 8.
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result indicates that, at low coverage, the NO adsorbed on
the on-top site migrates to the most stable 3-fold site via the
2-fold site. The NO at the 3-fold (fcc or hcp) hollow site is
strongly bound with a relatively high barrier of about 0.75
eV for the migration to another 3-fold (hcp or fcc) hollow
site and therefore would not easily move to the other sites
at low temperature.

Next, we examined the Pt-N-O angle at the on-top site
using the Pt10(7,3) DAM. At each Pt-N-O angle, the Pt-N
and N-O lengths were optimized. The adsorption energy
of the linear form (180 degree) was-2.24 eV and of the
bent form (121.7 degree) was 1.49 eV, which was the local
minimum. Namely, at the on-top site, NO takes a bent form
with the Pt-N-O angle of around 120 degrees. Similar
calculations were also done at the 3-fold fcc hollow site.
There, the adsorption energy of the linear form was 2.81 eV
and that of the bent form was-0.20 eV. So, a linear form
is preferred at this site. In summary, the two adsorption
species are linear NO at the 3-fold fcc hollow site and the
bent NO at the on-top site.

In Table 4, our theoretical results are compared with those
of other experimental and theoretical studies on the on-top
and the 3-fold hollow sites. When we use the Pt10(7,3) model,
there was no apparent difference between the fcc and hcp

sites. The experimental adsorption energy on Pt(111) was
1.29 eV,8 while the calculated adsorption energy was 0.37
eV for the on-top site and 1.25 eV for the 3-fold hollow
site. So, the measured adsorbate would be NO on the 3-fold
hollow site. The adsorption energies of the other index
Pt(100)34 and Pt(110)35 were reported to be 1.98 and 1.68
eV, respectively. These differences reflect the nature of the
interaction between NO and the surface.

6. Vibrational Analysis
In a gas phase, the N-O length is 1.15077 Å and the
vibrational frequency is 1876 cm-1.36 The corresponding

Figure 3. Potential energy diagram and the geometries of the NO adsorbates on the Pt10(7,3) DAM. Values in parentheses are
due to Pt7(7,0) DAM.

Table 4. Comparison of the Present and Past Results on
the Adsorption Energy of NO on the Pt Surfaces

present
DAM+B3LYP
for Pt(111)a

other
theoretical

works exptl.

on-top 0.37 0.64c, 1.61b

3-fold fcc-hollow 1.25 1.75c, 2.09b 1.29 [Pt(111)]d

hcp-hollow 1.25 1.92b 1.68 [Pt(100)]e

1.98 [Pt(110)] f

a Pt10(7,3) DAM. b Reference 19. c Reference 17. d Reference 8.
e Reference 33. f Reference 32.
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values on the Pt(111) surface calculated with the Pt10(7,3)
DAM are summarized in Table 5 together with the Mulliken
charges on N and O atom. In the EELS experiment, the peak
developed in 1476-1516 cm-1 appears first at low coverage
and at higher coverage a second new peak appears at around
1700 cm-1 and the first peak is replaced with the second
peak as the coverage is further increased. The present result
shown in Table 5 clearly assigns the first peak as being due
to the NO at the stable 3-fold hollow site and the second
peak as being due to the on-top NO. Further, the experimental
bond lengths of 1.24 and 1.16 Å due to Esch et al.12 are also
clearly assigned as being due to the NO’s at the 3-fold hollow
site and at the on-top site, respectively.

The dipole moment of the adsorbed NO on the 3-fold site
was smaller than that of the on-top site, so that the vibrational
peak intensity of the 3-fold site would be smaller than that
of the on-top site, in agreement with the experimental
spectrum.2 We show in Figure 4 the theoretical and ex-
perimental vibrational spectra2 of NO/Pt(111). The ratio
of the adsorption molecules was assumed to be 1:1:1
(on-top:3-fold fcc:3-fold hcp) in the theoretical spectrum.
The theoretical spectrum agrees well with the experimental
one taken at the 0.50 ML coverage.

7. K-Shell Ionization Potential
Core electron binding energies (CEBEs) and the chemical
shifts of the adsorbates are important information of analyti-
cal chemistry for surface adsorbates. We can calculate the
CEBEs of various molecules in high accuracy using the
SAC/SAC-CI general-R method.24,37-39 The orbital reorga-
nization due to the core-electron ionization is described by
the general-Rmethod together with the important correlation
effect. Here, we apply this established method to the
calculations of the N 1s and O 1s CEBEs of the NO molecule
adsorbed on the Pt(111) surface. In this calculation we used
Ahlrich’s core-valence triple-ú basis32 set for N and O atoms

and Christiansen’s ECP for Pt atom.33 These basis sets are
well examined for the SAC-CI calculations of the K-shell
ionization potential.24,37-39

The results of the calculations were shown in Table 6.
The CEBEs of a free NO molecule were calculated to be
411.1 and 543.1 eV for N and O atoms, respectively, which
were in good agreement with the experimental values, 410.8
and 543.6 eV,40 respectively. For the NO adsorbed at the
on-top, fcc-hollow, and hcp-hollow sites, the calculated O
1s CEBEs were 538.5, 537.5, and 537.2 eV, respectively.
The experimental CEBEs are estimated to be 538.9 and 537.0
eV4 using the work functionφ ) 6.42 eV,41 and so the band
of higher energy was assigned to the on-top site and the lower
one to the fcc/hcp-hollow site. The theoretical energy dif-
ference from the free molecule to the adsorbate is 5.1, 6.1,
and 6.4 eV, respectively, for the on-top, fcc-hollow, and hcp-
follow sites, which were proportional to the atomic charges,
-0.02 (on-top),-0.21 (fcc-hollow), and-0.22 (hcp-hollow),
which were also shown in Table 5.

The theoretical values of N 1s CEBEs were 406.3, 407.4,
and 407.6 eV for the on-top, fcc- and, hcp-hollow sites,

Table 5. Bond Length and Stretching Frequency of NO
on the Pt(111) Surface and Atomic Charge of Each Atom

atomic charge

adsorption site RN-O (Å) νN-O (cm-1) N O

on-top 1.18 1706 -0.12 -0.02
3-fold fcc-hollow 1.23 1482 -0.19 -0.21

hcp-hollow 1.23 1475 -0.20 -0.22
1.16b 1476-1516a

exptl. 1.24b 1700-1725a

a Reference 16. b Reference 12.

Table 6. Core Electron Binding Energies and Atomic Charges of Free and Adsorbed NO

N 1s O 1s

DAM+SAC-CI DAM+SAC-CI

state exptl. (eV) IP (eV) charge on N exptl. (eV) IP (eV) charge on O

on-top 407.0a 406.3 0.07 538.9a 538.5 -0.24
2-fold bridge 405.8 0.02 538.7 -0.18
3-fold fcc-hollow 407.4 0.09 537.0a 537.5

hcp-hollow 407.6 0.10 537.2 -0.38
gas phase 410.8b 411.1 0.15 543.6b 543.2 -0.15
a Reference 4. b Reference 38.

Figure 4. Theoretical vs experimental vibrational spec-
trum of NO/Pt(111). The experimental spectrum was cited
from the 0.25 L exposure data of NO by Gland et al. (Figure
1 of ref 2).
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respectively, and the experimental value was only 407.0 eV4,
which was near the average value of our results, 407.1 eV.
We show the theoretical and experimental CEBE spectra of
NO/Pt(111) in Figure 5. The ratio of the adsorbates was
assumed to be 1:1:1 (on-top: 3-fold fcc: 3-fold hcp) in calcu-
lating the theoretical spectrum, which corresponds to the
experimental condition of the higher or saturated coverage.

8. NO-NO Interaction at High Coverage
We examine here the NO-NO interaction that is expected
in high coverage. For the on-top adsorption, the former model
(one NO molecule on the surface) may not have been
appropriate since it appears only at a high coverage situation.
Therefore, we examine Ptx(NO)2 (x)10,11,12) DAM shown
in Figure 6 for the high coverage model. When two NO
molecules are put in the p(2× 2) unit cell at the coverage
of 0.50 ML, we assume that one is the on-top site and another
is the 3-fold site (model (b) and (c)), referring to the
experimental LEED pattern15 and STM image.13,14 We also
examined the interaction between the NO’s on the 3-fold
fcc and hcp sites (model (a)). The calculation method and
the basis sets are the same as before.

Table 7 shows the results, which should be compared with
the single NO results shown in Table 5. There were little
interactions between the on-top site and the 3-fold fcc or
hcp hollow sites. The NO distances were completely the
same, and the frequencies were shifted only slightly. On the
other hand, a small interaction was found between the fcc
and the hcp hollow sites and the theoretical spectrum was
split into two peaks, 1430 and 1485 cm-1. We assume that
the vibrational spectrum in the region of 1400-1500 cm-1

becomes broad at high coverage by such an interaction
between the adsorbates.

9. Conclusion
The DAM has been applied to the NO on the Pt(111) surface.
The spectroscopic properties such as the adsorption energy,
the geometry and the vibrational frequency of the NO
adsorbates were theoretically calculated and compared with
the experimentally available data. We also calculated the
potential energy surface of the NO adsorbate on the Pt(111)
surface. We could show that only the 3-hold hollow site (fcc
and hcp) and the on-top site are stable. We gave a definite

assignment of the observed spectra and clarified the nature
and the electronic structure of the adsorbate on the Pt(111)
surface.

Figure 5. DAM+SAC-CI theoretical vs experimental photo-
emission spectrum of NO/Pt(111): (a) O 1s hole spectrum
and (b) N 1s hole spectrum. The experimental spectra was
observed by Kiskinova et al. (Figure 3 of ref 4).

Figure 6. Optimized geometries of NO of Ptx-(NO)2 [x )
10-12]: (a) fcc and hcp-hollow, (b) on-top and fcc-hollow,
and (c) on-top and hcp-hollow.

Table 7. Bond Length and Frequency of Adsorbed NO
and Atomic Charge of Each Atom: (a) the fcc and
hcp-hollow Model, (b) the on-top and fcc-hollow Model, and
(c) the on-top and hcp-hollow Model

atomic charge

model
RN-O

(Å)
νN-O

(cm-1) N O

(a) fcc-hollow + hcp-hollow 1.23 1430 -0.12 -0.25
1.23 1485 -0.17 -0.25

(b) on-top + fcc-hollow 1.18 1708 -0.08 -0.01
1.23 1457 -0.27 -0.20

(c) on-top + hcp-hollow 1.18 1707 -0.04 -0.01
1.23 1468 -0.23 -0.20

exptl. 1.16a 1700-1725b

1.24a 1476-1516b

a Reference 12. b Reference 16.
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The dependence on the cluster size used in the DAM was
examined for the adsorption energy, the geometry and the
vibrational frequency. The dependence was relatively large
for the adsorption energy but small for the geometry and
the vibrational frequency. Anyway, the largest model ex-
amined has given the results that agree best with the
experimental values. Generally speaking, it is rather difficult
to eliminate the edge effects of the model, but comparing
with the experimental values, this effect seems to be
minimized by using the largest adcluster model.

The inner-core electron binding energy of NO on the Pt
surface was calculated by the SAC-CI general-R method
using the MO’s obtained with the DAM. Likewise the gas-
phase case, the calculated results reproduced well the existing
experimental values and predicted the values for nonexisting
cases. Since the ESCA spectroscopy is frequently done for
surface adsorbates, the SAC-CI+ DAM method will provide
a powerful method for identifying the surface species.

A comparison of the cluster model (CM) result with the
DAM result has clearly shown the importance of the DAM
for the adsorbates on a metal surface. These results may be
considered as proof of the validity of the DAM.

In conclusion, by combining the experimental and theo-
retical surface spectroscopies, we can understand the chem-
istry of the surface adsorbates more deeply than doing only
by one of them.
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Abstract: We present a methodology for computing the binding energy of molecular dimers

based on extrapolation of pseudospectral local second-order Moller-Plesset (MP2), or PS-

LMP2, energies to the basis set limit. The extrapolation protocol is based on carrying out PS-

LMP2 calculations with the Dunning cc-pVTZ (-f) and cc-pVQZ (-g) basis sets and then using

a simple two-parameter function to compute the final basis set limit results. The function is

parametrized to ultralarge basis set MP2 calculations for 5 molecular pairs taken from the

literature and then tested by calculating results for a set of formamide dimers for which such

calculations have also been carried out. The results agree to within ca. 0.2 kcal/mol with the

conventional MP2 large basis set calculations. A specialized, but relatively simple, protocol is

described for eliminating noise due to overcompleteness of the basis set. Timing results are

presented for the LMP2 calculations, and comparisons are made with the LMP2 methodology

of the QChem program. CPU time required by each of the methods scales as N3, where N is

the number of the basis functions, with the PS-LMP2 approach displaying a 2- to 3-fold advantage

in the prefactor. We also discuss one set of test cases for which the PS-LMP2 results disagree

with those obtained from an alternative type of MP2 calculation, N-methyl acetamide (NMA)

dimers, and show that the results for liquid-state simulations using polarizable parameters derived

by fitting to the PS-LMP2 binding energies appear to produce better results when compared

with experimental data. The convergence issues associated with the alternative MP2 formulation

remain to be investigated.

I. Introduction
The computation of hydrogen bonding energies between pairs
of molecular fragments is an important problem in theoretical
chemistry. Hydrogen bonding strengths are crucial for a wide
range of chemical processes in both the gas phase and in

condensed phase. Our own interests lie particularly in the
areas of molecular mechanics force field development and
structure based drug design; for these endeavors, errors on
the order of 0.5 kcal/mol can be significant. At the same
time, pharmaceutical compounds span a very broad range
of chemical functionality, the great majority of which is not
accessible to experimental characterization of the inter-* Corresponding author e-mail: kamin1ga@cmich.edu.
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molecular interactions in a straightforward fashion. To
address such problems, a computational approach is required
that can be applied to hundreds or thousands of molecular
pairs, many of significant size, while at the same time
routinely providing accuracy to better than 0.5 kcal/mol. A
description of such a method is the objective of the present
paper.

Over the past 5 years, it has become apparent that second-
order Moller-Plesset perturbation theory (MP2) provides
answers of the quality specified above (at least for hydrogen
bonded pairs of organic compounds, on which we shall focus
our attention in the present paper) provided that the basis
set limit of the calculation can be obtained.1 The problem is
that very large basis sets are required to achieve convergence,
and this in turn necessitates the expenditure of large amounts
of computation time if standard algorithms for MP2 calcula-
tions are employed. For treating pair hydrogen bond interac-
tions between molecular fragments of the size relevant to
force field development, a key determinant of efficiency is
scaling with basis set size; in particular, the use of distance
cutoffs is less relevant than, for example, if one is interested
in methods for treating a linear chain of carbon atoms. At
the same time, a high degree of precision in relative energies
is required, which may pose problems for approximate
methods, for example those relying on basis set expansions
of product charge distributions.

The localized pseudospectral methods (PS-LMP2)2 that
we have developed and implemented in the Jaguar suite of
ab initio electronic structure programs3 are well suited to
computations of this type. These calculations can be shown
to scale as Nb2, where Nb is the number of basis functions
per atom and no cutoffs are assumed. The overall scaling of
the method with system size for relatively small molecules
is on the order of Natom

3. These scaling behaviors imply that
tractable CPU times can be obtained for the accurate
hydrogen bonding calculations that are the focus of the
present paper.

With a highly efficient method in hand for carrying out
large basis set LMP2 calculations, one can employ extrapola-
tion techniques to reach the basis set limit, many of which
are now reported in the literature.5 We use here a simple
approach based on the Dunning correlation consistent basis
sets6 and a two-parameter fit to an exponential functional
form. The extrapolation method is “trained” on a series of
dimers for which converged, large basis set results have been
reported by Tsuzuki and co-workers1a and then tested via
calculation of the binding energies of a number of formamide
dimers. The agreement for the test set, on the order of a few
tenths of a kcal/mol in absolute binding energy for all five
complexes, suggests that a reliable approach to the computa-
tion of hydrogen bonding energetics has been produced.

Over the past several years, we have extensively utilized
these extrapolated LMP2 calculations to develop a polariz-
able molecular mechanics force field that is capable of
predicting condensed phase properties accurately without the
use of adjustable parameters. The development of parameters
for a number of small molecules, and subsequent prediction
of liquid state heats of vaporization and densities, is discussed
in ref 8. Heats of vaporization are generally predicted with

an accuracy of∼0.5 kcal/mol; this quantity is very sensitive
to the hydrogen bonding energy (which controls the fitting
of the short range van der Waals parameters of the polar
atoms in the molecule), and hence the results provide a
further confirmation of the accuracy of our LMP2 extrapola-
tion protocol (as well as a validation of the proposition that
extrapolated MP2 provides accurate hydrogen bonding
energies). A case of particular interest is the NMA molecule,
where our results differ substantially from those in ref 1b,
computed by conventional quantum chemical methods,
despite the fact that for the five formamide dimers mentioned
above, the results of the two methods agree to within a few
tenths of a kcal/mol. We discuss our construction of
polarizable liquid-state models using both sets of hydrogen
bonding energies and show that our LMP2 results yield
excellent agreement with experimental data, whereas reliance
on the ref 1b results produces significant overbinding in the
condensed phase simulations.

The remainder of the paper is organized as follows. In
Section II, we describe our computational methods, briefly
reviewing the relevant aspects of the PS-LMP2 approach
(which has been presented in detail in previous work) and
discussing the extrapolation protocol. There are technical
issues associated with overcompleteness of the basis set,
which we have addressed and successfully surmounted, and
these are presented in some detail. Section III presents results
for the various systems that we have investigated, demon-
strating that high accuracy can be achieved with PS-LMP2
methods. Timing results are also presented and compared
with those obtained from the LMP2 methodology in the
Q-Chem program.7 Finally, in the conclusion, we summarize
our results and briefly discuss directions of future research.

II. Computational Methods
A. Pseudospectral LMP2 Technique.We have described
PS methods for carrying out local second-order Moller
Plesset (LMP2) perturbation theory calculations in previous
papers.2,4 Briefly, the use of a numerical grid at a key stage
in the evaluation of two electron integrals allows the usual
four index transform to be eliminated and replaced by an
algorithmic step which, when localized orbitals are used, has
superior scaling properties with system and basis set size.
This key step involves the assembly of the exchange integrals
via a sum over grid points (g)

over local occupied orbitals (ij ) and local virtual orbitals.
Qi(g) is the least-squares fitting operator for orbitali, Rp(g)
is the physical space representation of virtual orbitalp, and
Ajq(g) is the three center, one electron orbital over molecular
orbitals j,q.

The scaling of this calculation is nocc
2*Nb

2*Ng, where nocc

is the number of occupied orbitals in the molecule, Nb is the
number of orbitals in the local space, and Ng is the number
of grid points on the mesh.2 Since Nb is in principle invariant
to the size of the molecule, the scaling of this step with
system size (roughly represented by the number of atoms
Na) is proportional to Na3. Of equal importance for the present

K ij
pq ) ∑

g

Qi(g)Rp(g)Ajq(g) (1)
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work is the scaling with the size of the atomic basis set. For
ultralarge basis sets, it is not necessary to continue to increase
the size of the grid beyond a certain point. Then, the
computational effort scales as Nb

2 with the number of atomic
basis functions in the localized space (in essence the size of
the atomic basis sets). In contrast, the initial step of the
traditional four index transform scales as Nb

4. Thus, we
would expect the advantage of the PS-LMP2 methods, as
compared with the standard canonical MP2 calculations, to
increase as the basis set size is increased. There are other
methods that have been developed to reduce the computa-
tional expense of MP2 methods (e.g., refs 9 and 10); the
question of which approach yields the best performance for
a given problem, in terms of speed and accuracy, requires
direct comparison of performance for the same systems. We
present below a comparison of this type with the LMP2
methodology in the Q-Chem program, where quantitative
(although not qualitative) advantage in efficiency is dem-
onstrated. However, the results presented below can be used
by others if desired to make such comparisons themselves.

B. Extrapolation Methods. Initial studies suggested that
localized perturbation methods might converge to the basis
set limit more quickly than canonical MP2 methods (even
when augmented by counterpoise corrections) due to the
reduction of basis set superposition error arising from
truncation of the virtual space for each electron pair.11

However, over the past several years, it has been demon-
strated via ultralarge basis set computations that extrapolation
to the basis set limit is necessary, even if localized methods
are employed, if accurate intermolecular pair energetic
properties are to be computed.1,12 On the other hand, these
same studies also show that, for typical hydrogen bonded
dimer structures, reaching the MP2 basis set limit provides
results within a few tenths of a kcal/mol in accuracy;
corrections from higher order correlation effects (e.g. at the
CCSD (T) level) are very small due to cancellation of several
different terms (note that this conclusion does not necessarily
hold for other strong nonbonded interactions, such as
aromatic ringπ stacking interactions). Hence, our goal here
is to develop an extrapolation approach based on PS-LMP2
methods, which agrees with the benchmark studies quoted
above, while at the same time provides significant reductions
in computational effort, as compared to alternative protocols
for achieving this level of accuracy.

After considerable experimentation, we have settled upon
the following simple methodology. PS-LMP2 calculations
are carried out for the pair and for the separated monomers
using the cc-pVTZ (-f) and cc-pVQZ (-g) basis sets.
Counterpoise BSSE corrections are determined for the
Hartree-Fock part of the energy only. This approach is
motivated by the idea that LMP2 based approaches, of the
type that we have implemented, have a relatively low level
of BSSE present, due to the use of localized virtual spaces.
Other researchers suggested extrapolation schemes, including
the one with the two-parameter exponential functional form
to be used for the basis set extrapolation parameters.13 We
obtain the final energy by using our data with the following
extrapolation scheme, i.e.

whereEbind(cc- pvqz) andEbind(cc- pvtz) are the cc-pVQZ
(-g) and cc-pVTZ (-f) counterpoise corrected binding ener-
gies, respectively. The values of the parametersa andb are
determined by fitting to a “training set” of molecular dimers,
for which benchmark results have been obtained using
conventional MP2 methods and ultralarge basis sets. The
extrapolation protocol is then tested by taking a new set of
dimers and again comparing with high level calculations,
this time without adjustment ofa andb.

In the results presented below, we optimize the dimer
geometries at the LMP2/cc-pVTZ (-f) level of theory, unless
explicitly noted otherwise. Such optimizations are relatively
expensive, and it is of interest to ask whether the use of
smaller basis sets in the LMP2 optimization, or even
optimization using DFT methods, would yield equivalent
results. We do not consider this question in the present paper;
it will be explored in future publications.

We note that the use of the specific basis sets suggested
above (which are modified from their normal composition
by the elimination of g functions from the QZ basis and f
functions from the TZ basis) constitutes in and of itself a
substantial increase in efficiency as compared to the use of
larger basis sets for extrapolation of hydrogen bond energies.
For the particular property of interest here, the higher angular
momentum basis functions are not as important as when one
is for example trying to compute covalent bond energies,
although we have found that it was not possible to simply
eliminate f functions completely from the calculations.
Further reduction in the basis set size may be possible; we
have not investigated this in the present paper.

C. Problems Due to Basis Set Overcompleteness.While
Gaussian basis sets have many compelling advantages for
electronic structure calculations, they suffer from one
principal disadvantage, nonorthogonality of the basis set,
leading in the limit of a large number of basis functions to
overcompleteness and the associated numerical instabilities.
This problem is particularly an issue when using approximate
numerical methods, such as pseudospectral methods, to
compute integrals. If one is not careful, small errors in the
integrals can translate into large variation in the energy of
the highly oscillatory orbitals generated from linear combina-
tions of strongly overlapping basis functions. While we have
spent a great deal of effort to ensure that the PS method
correctly handles problems of this type, the use in the present
calculations of QZ basis sets and the desire to achieve
precision in the calculations on the order of a few tenths of
a kcal/mol, renders this endeavor more challenging than in
our previously published works. Note that this same problem
could conceivably arise in other schemes involving numerical
approximations to the two electron integrals, such as resolu-
tion of the identity (RI-MP2) approaches.

The simplest and most effective way of dealing with
overcompleteness is singular value decomposition. The
overlap matrix is diagonalized, and eigenvectors correspond-
ing to small eigenvalues are eliminated from the basis set.
This methodology directly removes the highly oscillatory

Ebind ) [a‚Ebind(cc - pvqz)- b‚Ebind(cc - pvtz)]/(a - b)
(2)
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functions and hence avoids errors in the energy of the type
discussed above. Standard thresholds for the smallest allow-
able eigenvalue have been developed and successfully used
for many years.

This method is usable for the present problem, but there
is one caveat; the number of functions deleted from the
monomer and dimer calculations must be consistent, if an
accurate energy difference is to be computed. This is a
straightforward protocol to implement. First, a cutoff for the
monomer eigenvalues is specified; after some experimenta-
tion on a wide range of dimers, we have settled on a value
of 3.5× 10-4, which gives robust results for all of the cases
tested to date. Then, the number of orbitals used in the
monomer calculations is saved, and the number employed
in the dimer calculations is forced to be equal to the sum of
the numbers for the monomers. One can imagine that in some
cases, a more elaborate method, in which correspondence
between the orbitals deleted in the dimer and monomer
calculations (in terms of spatial composition, energy, etc.)
was checked, might be necessary; so far, however, the simple
approach described above appears to be adequate. It is
important to emphasize, however, that failure to use an
appropriate cutoff, or allowing inconsistent numbers of
orbitals between the dimer and monomer calculations, can
lead to errors as large as 1-2 kcal/mol in the binding energy.
The present approach, on the other hand, contributes devia-
tions on the order of 0.1-0.2 kcal/mol, a crucial order of
magnitude improvement.

III. Results
A. Training Set. Tsuzuki et al. have studied five molecular
dimers using conventional MP2 with counterpoise correction
methods for basis sets up to cc-pV5Z and also at the CCSD
(T) level, along with large basis set MP2 level geometry
optimizations.1a Their final results for binding energies in
the MP2 basis set limit and with the inclusion of higher levels
of electron correlation are summarized in Table 1. As
discussed above, the MP2 results are within a few tenths of
a kcal/mol of CCSD (T) results. As the CCSD (T) methodol-
ogy is at present clearly too computationally intensive for
our ultimate objectives (e.g. generation of hundreds or
thousands of molecular pair energies so as to design a
molecular mechanics force field with broad coverage of
chemical space), we limit our objectives to the achievement
of accuracy on the scale of the MP2 basis set limit resultss
i.e. better than 0.25 kcal/mol with an average error on the
order of 0.1 kcal/mol.

We have carried out extrapolated LMP2 calculation using
our own LMP2/cc-pVTZ (-f) optimized geometries (LMP2
column in Table 1) and at the MP2/6-311G** geometries
supplied in ref 1a (we refer to the canonical MP2 calculations
in ref 1a as “MP2” in what follows). These results are
presented in Table 1. Agreement of the extrapolated LMP2
results with those of ref 1a at the geometries specified therein
(these data are what are used to train our extrapolation
method) is on the order of∼0.1 kcal/mol.

Parameter values obtained from the fitting to the training
set (defined in eq 2) are as follows:

The uniformly small size of the deviations in Table 1 for
every training set molecule, combined with the fact that there
are five data points and only two adjustable parameters,
implies that the fitting protocol is extremely stable and robust.
Note also that the difference between the LMP2 and MP2
protocols is generally less than or comparable to the
difference between the MP2 and CCSD (T) protocols and
that in fact the standard deviation of the LMP2 and CCSD
(T) results is no worse than that between MP2 and CCSD
(T). While there is no guarantee that this would be true for
every molecular pair, the results again suggest that our
protocol is a more or less equivalent replacement for large
basis set extrapolated MP2 calculations.

For four of the five dimers, our LMP2 optimized geom-
etries and energies are very close to those reported in ref
1a. However, for the fifth, a carboxylic acid dimer, there is
a substantial disagreement, with a significantly larger binding
energy being computed at the LMP2 optimized geometry.
Given the very close agreement of the energies at the
common geometry, there are two possible explanations for
this discrepancy:

(1) The geometry optimizations have located different local
minima (or, possibly, that one of the reported geometries is
not in fact a local minimum, but on a plateau), due to
differences in the geometry optimization algorithms in the
two programs used for the calculations.

(2) The potential surfaces on which the geometry optimi-
zations are carried out are different, leading to different
locations for the minimum. This is in fact possible because
we employ a different basis set, and we are using LMP2 as
opposed to canonical MP2 methods (so that, for example, a
substantial fraction of the basis set superposition error is not
present even in the geometry optimization, as opposed to
the final energy evaluation when counterpoise corrections
are incorporated).

We cannot distinguish between these two possibilities
without access to the code used by Tsuzuki and co-worker
to obtain the results in ref 1a, which we do not have. We
can, however, compare the energies of the two geometries
using a common method (our own LMP2 extrapolation
protocol). When these values are compared, the total
electronic energy of the LMP2-optimized dimer is 2.28 kcal/
mol lower than that of the MP2-optimized dimer. This fact,
together with the very close energy agreement between our
LMP2 calculations and those obtained by Tsuzuki and co-
workers when the same geometries are used, suggests that
we have, in fact, managed to locate a lower energy minimum
than the one used in ref 1a, and we conclude that the correct

Table 1. Comparison of Five Small Molecule ab Initio
Dimerization Energies in kcal/mol

dimer MP2a
CCSD(T)

limita LMP2b
LMP2/MP2
geometryc

H2O - MeOH 4.99 4.90 4.95 4.93
H2O - Me2O 5.70 5.51 5.68 5.48
H2O - H2CO 5.21 5.17 5.21 5.10
MeOH - MeOH 5.58 5.45 5.79 5.46
HCOOH - HCOOH 13.79 13.93 16.18 13.90

a Reference 1a. b Plus extrapolation. This work. Optimized geom-
etry. c Plus extrapolation. This work. Geometries from reference 1a.

a ) exp(-A), b ) exp(-B), A ) 1.8, B) 2.7 (3)
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equilibrium gas-phase electronic binding energy for the
formic acid dimer is 16.18 kcal/mol.

B. Test Set.As a test set, we use sets of five formamide
molecular dimers recently studied in ref 1b using conven-
tional MP2, CCSD (T), and extrapolation techniques. It can
be seen in Table 2 that the extrapolated LMP2 results again
are in excellent agreement, this time without any fitting to
the high level data. This test further confirms the validity of
the protocol we have developed.

C. Computational Effort. Table 3 presents the compu-
tational effort for PS-LMP2 calculations using the cc-pVTZ
basis set for a number of small molecule dimers as a function
of molecular size. All calculations were carried out on a
1.4GHz Pentium III PC. It can be seen that the scaling of
computational effort with the size of the molecule is
approximately in the N3 range in accordance with previous
studies.

Table 3 also compares PS-LMP2 timings with those
obtained from the LMP2 methodology in the Q-Chem
program; the PS-LMP2 results are 2-3 times faster in wall
clock time than those from Q-Chem, version 2.0. The LMP2
method used in Q-Chem was in the TRIM (triatomics in
molecules) formulation.14 It is different in its details from
that in Jaguar; one major difference is that the local virtual
space is somewhat larger, leading to recovery of a higher
fraction of the canonical MP2 correlation energy. It is far
from clear, however, whether this leads to greater accuracy
in computation of properties such as binding affinity. The
key issue is convergence of energy differences to the
extrapolated basis set limit. The present paper demonstrates
unambiguously that our definition of the local virtual space2,4

leads to highly accurate extrapolated results using relatively
small basis set calculations as an input, at least across the
range of test cases that we have considered here. The

extrapolation properties of alternative local space definitions
remain to be investigated.

D. Interaction Energies for N-Methyl Acetamide Dimers.
The work described in ref 1b also included calculations for
four N-methyl acetamide dimers, in a number of different
hydrogen bonding geometries. These calculations were
performed at the cc-pVTZ level, and a BSSE correction was
then applied; the results are shown in Table 4. Unlike the
case of formamide, it was not possible to more rigorously
determine the basis set MP2 limit binding energy, due to
the larger size of the molecules involved.

Table 4 also compares our extrapolated PS-LMP2 results
for the NMA dimers with these results. It can be seen that
there is a substantial discrepancy even when identical
geometries are used to carry out the calculation (there are
also some differences in the optimized geometries as well);
in general, the PS-LMP2 binding affinities are∼2 kcal/mol
smaller. This result was unanticipated, because one would
ordinarily expect the BSSE corrected results to exhibit a
lower binding energy than the converged basis set limit
calculations. Thus, there is a discrepancy between our PS-
LMP2 results and the results of ref 1b, which cannot be
explained by a simple difference in geometry.

To investigate the problem further, we ran the local MP2
methodology in the Q-Chem program, using the TRIM
approach, which is supposed to more closely reproduce
full MP2 calculations. Results for cc-PVTZ(-f) and cc-
PVQZ(-g) calculations, including a BSSE correction, are
given in Table 5. It can be seen that the TZ results are much
smaller than those of ref 1b and that the QZ results are
reasonably close to our extrapolated LMP2 results. Extrapo-
lation of the TRIM results cannot be performed using our
LMP2-specific formulation; there is no particular reason to
believe that the formulas should have significant similarity.
Thus, all that can be said at this point is that the extrapolated
PS-LMP2 and TRIM results are not clearly in disagreement,
based on the results reported here. However, the possibility
that the TRIM results when extrapolated would exceed the
PS-LMP2 extrapolated results cannot be ruled out, and if
this is the case, the resulting discrepancy is one that also
would require further investigation.

Table 2. Comparison of Formamide ab Initio Dimerization
Energies in kcal/mol

dimer CCSD(T) limita LMP2b

fm•1 14.35 14.23
fm•2 9.70 9.62
fm•3 7.34 7.05
fm•4 6.76 6.87
fm•5 5.02 5.23

a Reference 1b. b Plus extrapolation. This work. LMP2/cc-
pVTZ(-f) optimized geometry.

Table 3. Wall Clock Timing Results (s) for LMP2
Calculations Using the Jaguar and QChem Programsa

dimer basis fcns QChem Jaguar
ratio

(QChem/Jaguar)

ala2 936 113203 41675 2.72
gly2 820 61551 34198 1.80
nma-dimer2 496 15439 4467 3.46
nma-acetone 452 10004 4699 2.13
nma-dimer1 496 14200 4656 3.05
nma-dme 422 8465 2999 2.82
nma-meoh 364 4835 1657 2.92

a nma ) N-methyl acetamide, dme ) dimethyl ether, gly2 ) glycine
dimer, ala2 ) alanine dimer, nma-dimer1 and nma-dimer2 are two
different nma dimers.

Table 4. Comparison of NMA ab Initio Dimerization
Energies in kcal/mol

dimer
CCSD(T)

limita LMP2b dimer
CCSD(T)

limita LMP2b

nm•6 17.18 14.96 nm•8 10.76 8.61
nm•7 12.37 10.24 nm•9 9.67 19.61

a Reference 1b. b Plus extrapolation. This work. The same geom-
etry as in reference 1b.

Table 5. NMA ab Initio Dimerization Energies Computed
Using QChem, kcal/mol

dimer cc-pVTZ(-f)a cc-pVQZ(-g)a

nm•6 13.30 15.36
nm•7 8.72 10.72
nm•8 7.84 9.43
nm•9 18.98 20.95

a The same geometry as in reference 1b.
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As was discussed in the Introduction, a central application
of high accuracy MP2-based calculations of binding energies
is in the development of molecular mechanics force fields.
In ref 8, we describe a protocol for developing a polarizable
force field based on calculated dimer binding energies. The
protocol employs electrostatic and polarization parameters
fit to large basis set DFT calculations, universal 1/r6

dispersion parameters for each atom to describe the long-
range component of the van der Waals interaction, and fitting
of the short-range atom-atom pair potential to the binding
energy of molecular dimers. We have carried out this
protocol for NMA, using the two different sets of dimer
binding energies for nm•6 in Table 4, but employing
otherwise identical values for the dispersion parameters
(which were fit to simulations of other small molecules, as
is discussed in detail in ref 8), and the electrostatic model,
which is determined from large basis set DFT calculations
independent of the dimer binding energies. Thus, the models
are identical apart from the short-range atom-atom pair
terms. We then perform liquid-state simulations in an NPT
ensemble, using methods described in ref 8, and determine
the heat of vaporization and the density of the model for the
liquid.

The results obtained are as follows. For the LMP2-derived
parameters, the predicted heat of vaporization is 13.2 kcal/
mol as compared to the experimental value of 13.4 kcal/
mol; the density is 0.876 g/mol as compared to the OPLS-
AA value of 0.897 (the OPLS-AA result was used as a
reference, as no experimental data was available, and the
other OPLS-AA properties of liquid NMA are in close
agreement with experiment15). These results are entirely
consistent with the other data presented in ref 8 for 16
molecular liquids, in which the average errors in the heat of
vaporization were on the order of 0.2-0.3 kcal/mol, and
errors in the density were under 5%. Note that no parameters
in the calculation are fit to experimental data on NMA, so
the results constitute a true test of the predictive capability
of the methodology in the condensed phase. In contrast, if
the NMA dimer nm•6 binding energy from ref 1b is used
to fit the short-range nonbonded parameters, the simulations
fail to converge and the heat of vaporization observed during
the simulation period reaches ca. 40 kcal/mol, which is in
qualitative disagreement with the experimental data. These
condensed phase tests therefore provide further confirmation
of the robustness of our PS-LMP2 extrapolation protocol. It
is unclear at present what the explanation is of the prob-
lematic results reported in ref 1b. However, our liquid state
results, in conjunction with the previously discussed small
molecule comparisons, suggest that the PS-LMP2 protocol
has produced an accurate binding affinity for NMA. Further
exploration of the discrepancies noted above remains to be
undertaken.

IV. Conclusion
In this paper we have shown that a PS-LMP2 based approach
to the calculation of intermolecular interaction energy is both
highly accurate and very efficient in terms of computational
efficiency as compared to alternatives. Achieving both speed
and high accuracy together is nontrivial. DFT methods, for

example, would be considerably faster but have not yet been
shown to yield the level of precision demonstrated above.
When used to develop polarizable force fields for liquid-
state simulations, this level of accuracy is inadequate to
predict heats of vaporization to the desired level, whereas
the PS-LMP2 values predict this and other condensed phase
properties with good precision and reliability.

We are presently using this methodology to develop a
complete polarizable force field for proteins and also for a
wide range of organic chemical functional groups. However,
there are some limitations which need to be addressed. First,
as has been shown by Sherrill and co-workers,16 extrapolated
LMP2 methods are not adequate to achieve high accuracy
for stacked benzene dimers; here, the CCSD (T) level
corrections are significant. Fortunately, it appears as though
these corrections can be performed with relatively small basis
sets. Experiments need to be done to determine what other
types of interactions require these higher-level correction.
Examples of interactions that need to be investigated include
those involving charged groups, different types of ring
structures, and interactions involving a transition metal
containing species.
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Abstract: A conversion formula between Pauling and Mulliken electronegativities is derived

from a new analytic treatment of the classic valence bond model for a single bond A-B in

terms of Mulliken-Jaffe “a and b” parameters for the atomic valence states. The new formula

works better than the traditional linear and half-power empirical formulas. The results are

consistent with an absolute Pauling scale in which both electronegativities approach zero

simultaneously.

1. Introduction
An unresolved issue in the evolution of modern electro-
negativity1-4 has been the possibility of a practical quantum
formula connecting the scales invented by Pauling5,6 and
Mulliken.7,8 Pauling electronegativities from standard
heats of formation9 are linked to the empirical bond energy
formula

representing nonpolar and polar contributions, respectively,
with KP ) 1.00 eV. Mulliken electronegativities for atoms
in bonds are defined by

with effective ionization energies and electron affinities
related to Mulliken-Jaffe “a and b” parameters1,2 for common
valence states. Although the quantum roots of electronega-
tivity are evident in leading valence bond and molecular
orbital approaches10,11and density functional theory12-15 this
has not identified a clear working formula connecting the
Pauling and Mulliken scales. Traditional empirical conver-
sion formulas have assumed a linear relationship. Early
formulas based on limited data include Mulliken’s8 original
formula (1935, 11 atoms)

for differences∆ ) |XA - XB|, Skinner and Pritchard’s16

absolute formula (1953, 15 atoms)

and Hinze, Whitehead, and Jaffe’s17-19 shifted formula (1963,
11 atoms)

More recently, Bratsch1 has proposed an ad hoc half-power
formula (1988, 36 atoms)

based on revised and extended electronegativities. While
the theoretical basis for these formulas is not clear,
Komorowski20 has suggested an interesting possibility for
the slope in the linear formula in terms of a constant (4πε0/
7)1/2 ) 0.3151 from a charge-transfer model for∆M. Our
present theoretical approach identifies new conversion
formulas, derived here from an exact nonlinear 2× 2
reduction of the classic 3× 3 valence bond model. The
model simplifies in two different bonding limits. For polar
bonds it explains the basis, limitations, and modifications
of the traditional linear conversion formula. In the ionic bond
limit it yields a nontraditional half-power formula similar to
Bratsch’s formula. In both cases the new formulas give more
precise fits of empirical electronegativities.

* Corresponding author phone: (541)346-2529; e-mail: dherrick@
uoregon.edu.

D(A-B) )
D(A-A) + D(B-B)

2
+ KP(XA - XB)2 (1)

X )
IEv + EAv

2
(2)

∆P ) 0.360∆M (3)

XP ) 0.317XM (4)

XP ) 0.336(XM - 0.615) (5)

XP ) 1.35XM
1/2 - 1.37( 0.14 (6)
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2. Theoretical Basis
The general strategy first casts the exact bond energy into
nonpolar and polar parts

and determines Mulliken’s∆M from a valence bond estimate
of the polar term Dp(A-B). The energy separation involves
breaking the wave function into orthogonal piecesψ ) φ +
ø that are symmetric (φ) or antisymmetric (ø) when orbitals
are switched between the atoms. The nonpolar and polar
terms in eq 7 are defined here by the matrix elements Dn(A-
B) ) -(φ|H|φ) and Dp(A-B) ) -(φ|H|ø) when things are
normalized to (φ|φ) ) 1. The connection to Pauling’s
electronegativity is made directly by setting Dp(A-B) )
KP(∆P)2. One feature of this approach is that it does not
depend on Pauling’s arithmetic mean approximation. A
similar definition of Pauling electronegativities has been
made in terms of the charge-transfer affinity20 in the
corresponding partial charge model.

2.1. Valence Bond Model.The preceding strategy is
applied to the valence bond wave function in terms of
covalent and ionic structures (AB), (A-B+) and (A+B-).
Figure 1 illustrates the potential energy curves related to the
Pauling and Mulliken pictures.

We start with symmetrized wave functions that have the
general form

The covalent bond A-A is 100% φ; the first ionic state
above it is 100%ø, and the highest state is 100% z. The
polar bond A-B is a blend including mostlyφ with a weaker
admixture ofø. The ionic bond A-B+ involves a stronger
mix that occurs when the ionic state crosses below the
covalent curve. The coefficients c1 and c2 for each bond are
initially selected to minimize the nonpolar ground-state
expectation energy Eφ ) (φ|H|φ) with (φ|φ) ) 1. The polar
mixing of φ and ø then shifts the ground-state energy
downward to a new value E described by the 2× 2 secular
determinant

with energy parameters

consistent with orthonormal orbitals and neglect of dif-
ferential overlap. The parameter c2 in the off-diagonal term
comes from the coupling betweenø and the ionic part ofφ.
The exact ground state is obtained when c2 is readjusted to
minimize E.21 This nonlinear approach gives the following
optimized formulas:

with K ) 4c2
2 and δ ) ∆/Σ. The polar part of the bond

energy is Dp(A-B) ) Eφ - E, and the valence bond estimate
of the bond partial charge is

Given the simplicity of the model, Pauling’s formula, and
uncertainties in the empirical electronegativity assignments
we focus on the leading order scaling with the valence bond
parameters. Perturbation theory gives

Similar scaling is expected with other wave functions. When
overlap (s) between A and B is included in the off-diagonal
coupling in eq 9, for example, the Mulliken approximation22

for differential overlap gives

2.2. Electronegativities.Replacing the molecular energies
∆ andΣ with equivalent atomic valence energies makes the
connection to Mulliken’s electronegativity. This gives work-
ing valence bond parameters∆M, ΣM, andδM defined by

which are related to Mulliken-Jaffe parameters1,2 “a” (atom
electronegativity) and “b” (atom charge coefficient) by∆M

Figure 1. Potential energy curves for covalent and ionic
states in simple bonds (XA > XB). Labels indicate the bonding
at the minimum of each ground-state curve.

∆ )
E(A+B-) - E(A-B+)

2

Σ ) E(A+B-) + E(A-B+) - 2Eφ(AB) (10)

E ) Eφ - 2KΣδ2

1 + x1 + 8Kδ2

c3 )
4c2δ

1 + x1 + 8Kδ2
(11)

δVB )
4c2c3

1 + 2c3
2

) 2Kδ

x1 + 8Kδ2
(12)

Dp(A-B) ) KΣδ2

δVB ) 2Kδ (13)

c2 f
c2 + sc1

x1 - s2

K f
1

1 - s2
+ 2(c2

2 - c1
2) (14)

∆M )
(IEv + EAv)A - (IEv + EAv)B

2

ΣM ) (IEv - EAv)A + (IEv - EAv)B

δM )
∆M

ΣM
(15)

D(A-B) ) Dn(A-B) + Dp(A-B) (7)

φ ) c1(A1B2 + B1A2) + c2(A1A2 + B1B2)

ø ) c3(A1A2 - B1B2)

z ) c4(A1B2 + B1A2) + c5(A1A2 + B1B2) (8)

|Eφ - E -21/2c2∆

-21/2c2∆ Eφ - E + 1
2
Σ | ) 0 (9)
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T aA - aB, ΣM T bA + bB and δM T δMJ (partial ionic
charge parameter). The important point here is that eq 13
connects Pauling and Mulliken electronegativities through
the formula

where KM is treated initially as an empirical constant.

3. Theoretical Analysis
3.1. Conversion Formulas.Two alternative forms of eq 16
are the conversion formula

with R ) (KM/KP)1/2 and the partial charge formula

with â ) (KP/KM)1/2. Note that interpretations with these
formulas will depend on the weight factor 1/(ΣM)1/2 in
addition to electronegativities in the conjugate scaling
variables∆M/(ΣM)1/2 and ∆P/(ΣM)1/2. In particular, eq 17
predicts the traditional linear scaling law∆P ∝ ∆M only to
the extent thatΣM is constant. Figure 2 shows the empirical
correlation between eq 17 and Pauling’s∆P for a sample of
29 diatomic bonds. All electronegativity data were taken from
Bratsch’s tables.1 The standard deviation of the fit is 23%
lower than that for the conventional linear fit∆P ∝ ∆M.
According to eq 17 this improvement reflects a greater
uncertainty in the linear fit due to the distribution of values
of ΣM (13-31, avg) 20 ( 5) over the sample. Figure 3
shows the related correlation of the same data between eq
18 and the Mulliken-Jaffe partial charge. Figure 4 shows a
similar, but weaker correlation between eq 18 and the
historical degree of ionization10,11 δd ) µ/re from experi-
mental dipole moments and bond lengths.23 Although it is
well known that the empirical values ofδd do not represent
a simple dipole charge10,11 the correlation with the current
formula for δM is nonetheless interesting.

3.2. Dependence of K on Partial Ionic Charge.Ad-
ditional improvements can be made by taking into account
variations of the valence bond coefficient K) 4c2

2 with bond

polarity. Minimizing E in eq 9 tends to shift K to higher
values due to a negative slope dE/dc2 < 0 at the initial
minimum for Eφ. As a simple model, the polar molecular
orbital wave functionλ1λ2 with

gives K ) 2/(2 - δ2), which increases between K) 1 for
a nonpolar bond (δ ) 0) and K) 2 for an ionic bond (δ )
1). A model more consistent with the current valence bond
approach is obtained from

in terms of effective resonance and average excitation energy
parametersâ andΣo. Matching this to the energies Eφ andΣ
in eq 9 whenδ ) 0 gives the relationshipΣo ) Σ(1 - γ2)
with the reduced resonance parameterγ ) 4â/Σ. Figure 5
illustrates general behavior of the mixing coefficients
between the covalent and ionic regions whenγ is constant.

A formula for K as a function ofδ is derived from an
exact representation of eq 20 with a nonlinear 2× 2 matrix
for φ in which the coupling withø is folded in as an effective
potential Hφø(E-Høø)-1Høφ. In terms of reduced energiesε

Figure 2. Correlation of predicted electronegativity ∆P (eq
17, R ) 1.065) with Pauling’s ∆P. Line is predicted ∆P ) ∆P.

Figure 3. Correlation of predicted partial ionic charge δM (eq
18, â ) 0.939) with Mulliken-Jaffe partial ionic charge δMJ.
Line is δM ) δMJ.

Figure 4. Correlation of predicted partial ionic charge δM (eq
18, â ) 1.31) with empirical “dipole charge” δd ) µ/re. Line is
δM ) δd.

KP(∆P)
2 ) KMΣMδM

2 (16)

∆P ) R
∆M

xΣM

(17)

δM ) â
∆P

xΣM

(18)

λ ) x1 + δ
2

A + x1 - δ
2

B (19)

[-E 2â 0

2â
1
2

Σo - E -∆

0 -∆
1
2

Σo - E][c1

c2

c3
] ) 0 (20)
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) 2E/Σ andσ ) Σo/Σ ) 1 - γ2, this projection gives

with the effective ionic interaction

ground-state energies from

and

The curves for K as a function ofδ have a positive curvature
at δ ) 0, and they approach the limit K) 2 at highδ. At
δ ) 0 eq 24 reduces to

which gives a range of values K) 0-1 whenγ2 < 1 (mostly
covalent nonpolar bond), K) 1 whenγ2 ) 1 (50% covalent
and 50% ionic nonpolar bond), and K) 1-2 whenγ2 > 1
(mostly ionic nonpolar bond). The valueγ2 ) 1/3 is special
because it makes the leading valence bond partial charge in
eq 13 equal to the Mulliken-Jaffe partial charge,δVB ) δM.
The crossover valueγ2 ) 1 gives an exact solutionω )
4δ2/(1 + 4δ2)1/2 with K ) (1 + 4δ2)/(1 + 2δ2). At δ ) 0
this reduces to the molecular orbital model in eq 18. For
other values ofγ2, we found that using the empirical function
ω ) 4δ2/(1 + 3δ2)1/2 directly in eq 23 gives surprisingly
good estimates of K overδ ) 0-1.

3.3. Empirical Values of KM. Figure 6 compares the
models for K to empirical values of KM from eq 16. The
previous fits in Figures 2 and 3 correspond here to a constant
value KM ) 1.13. Curve A shows the gradual rise of K
predicted by the molecular orbital model. Curve B shows K

from the valence bond model with fixed parametersΣ ) 16
eV andâ ) -2 eV selected to represent the lower covalent
region. Further improvements with these data for KM are
found with functions that have a minimum nearδ ) 0.3-
0.4. Curve C shows one empirical function

which describes a minimum atδ ) 0.35. The comparison
to Pauling’s ∆P is shown in Figure 7, which includes
noticeable improvements over Figure 2. The standard devia-
tion of the fit is 31% lower than that for the linear fit∆P ∝
∆M. This improves to 35% when the function in eq 26 is
optimized in terms of the scaling variable∆M/(ΣM)1/2 instead
of δM.

The apparent rise of the empirical values of KM nearδM

) 0 in Figure 6 corresponds to a higher slope in eq 17 for
the bonds IBr, ICl, HBr, HCl and HF, possibly due in part
to systematic deviations between∆P and∆M. Higher values
of K for weakly polar bonds would also be consistent with
shifts of the parameterγ2 to higher values withγ2 > 1.
Because of these possibilities it is not clear to what extent
the empirical behavior of KM might reflect higher order
contributions from the exact valence bond energy in eq 11.
This would have KM approach zero at highδ and give a
negatiVe curvature atδ ) 0 whenγ2 > 1.

Figure 5. Dependence of ground-state valence bond coef-
ficients (γ2 < 1) on the partial charge parameter δ. This
illustrates a smooth increase of c2 and hence of K. According
to eq 14 the coefficient K satisfies K > 1 on the ionic side of
the crossing point c1 ) c2. At high δ the coefficients approach
c1 ) 0 and c2 ) c3 ) 1/21/2 with K ) 2 for the ionic limit A-B+.
When γ2 > 1, the order of the coefficients c1 and c2 at δ ) 0
switches to c2 > c1 with K > 1.

Figure 6. Dependence of empirical values of KM ) KPΣM(∆P/
∆M)2 on partial charge δM ) ∆M/ΣM. Curves: A) molecular
orbital model; B) valence bond model; C) fit in eq 26.

Figure 7. Improved correlation of predicted electronegativity
∆P (eq 17 using K from eq 26) with Pauling’s ∆P. Line is
predicted ∆P ) ∆P.

KM ) 1.89e-3.23δ + 2.75δ2 (26)

[-ε γ
γ σ - ε - ω ][c1

c2] ) 0 (21)

ω ) 4δ2

σ - ε
(22)

ε ) 1
2
(σ - ω) - x1

4
(σ - ω)2 + γ2 (23)

K ) 2

1 + (γ/ε)2
(24)

K ) 2γ2

1 + γ2
(25)
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4. Half-Power Scaling
The valence bond formulas also suggest a partial basis for
Bratsch’s empirical half-power formula in eq 6. For com-
parison we first fitted the same data for 36 atoms with eq
17 relative to fluorine. This gave a better fit

with a single adjustable parameterR ) 1.137. While this
improvement over eq 6 suggests half powers may not be
necessary, it is interesting that the valence bond model does
in fact predict half-power scaling under certain conditions.

One approach involves the ionic bond limit of the exact
solution of the secular determinant

For smallδ this reduces to the polar bond formula in eq 16.
At high values ofδ it gives the half-power formula∆P ∝
(∆M)1/2, including Bratsch’s formula as a special case when
the reference state in∆M is assumed to have XM ) 0.
Relaxing this condition gives a better global fit

which is shown in Figure 8.
In a second approach, we note that the polar bond formula

eq 27 predicts a half-power directly for low values ofδ when
the charge coefficient bMJ is a linear function of XM. This is
not a bad approximation,1 and a direct fit with bMJ ) cXM

+ d gives c) 1.04( 0.08 and d) 0.93( 0.57. Refitting
eq 27 with a similar linear function gives the half-power
formula

which gives results similar to eq 29. It also reduces to a
simple half-power formula at high XM.

An interesting feature of the independent half-power fits
in eqs 29 and 30 is that both functions extrapolate to a zero

intercept XP ) 0.00 at XM ) 0. This empirical result supports
a possible absolute Pauling scale as a nonlinear generalization
of the Skinner and Pritchard formula in eq 4. Both eqs 29
and 30 give the same linear formula XP ) 0.36XM near the
intercept, including a slope consistent with Mulliken’s
original empirical formula in eq 3.

5. Conclusion
A method for polar contributions to the bond energy
described herein was applied to the valence bond wave
function to derive formulas and results which appear to
clarify and improve the connection between Pauling and
Mulliken electronegativities. In effect the relationship in eq
17 (and its application such as eq 27) defines a semiempirical
Pauling scale for valence states consistent with Mulliken-
Jaffe parameters. And eq 18 defines a semiempirical partial
charge consistent with Pauling’s electronegativity. These
conjugate formulas provide a self-consistent basis for further
studies and possible refinements of the electronegativity
scales.
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Abstract: A reformulated ‘virtuals-only’ counterpoise procedure for the correction of basis set

superposition error is introduced and applied to an examination of the interaction energy of the

helium dimer. This method allows a direct calculation of the exchange (Pauli) repulsion at the

correlated level. Our findings suggest that at the correlated level the Pauli repulsion may be

interpreted as a decrease in the monomer correlation energy calculated using the dimer virtual

space relative to that with a monomer-only virtual space. This observation provides further

theoretical justification for the Full Counterpoise procedure in preference to any virtuals-only

counterpoise procedure.

Introduction

The use of various methods to remove basis set superposition
error (BSSE) from ab initio quantum chemical calculations
has become standard practice. The recognition that the
application of such a correction is crucial to a quantitative
description of bonding, particularly those in weakly interact-
ing systems, has focused attention on those methods. The
most important of these are thea priori Chemical Hamil-
tonian Approach (CHA) and symmetry-adapted perturbation
theory (SAPT) and the a posteriori Function Counterpoise
Correction (FCP) of Boys and Bernardi.1-3 Because of its
conceptual simplicity and ease of implementation, the latter
is much more commonly applied than either of the former
and is the focus of this contribution. That BSSE is an
unphysical computational artifact brought about by the
artificial extension of the variational space available to a
monomer, A, in an interacting system AB is in fact
demonstrated by application of the FCP procedure. Namely,
the energy of the monomer A calculated at some level of
theory in the combined basis set of the dimer, AB, is lowered
relative to its energy found using only its own basis set. In
the function counterpoise procedure this energy difference
is simply subtracted from the energy of the dimer (along
with difference between the energy of B calculated in the

dimer basis and in only its own) evidently leaving a total
energy devoid of basis set superposition error.

Almost from its original introduction, however, objections
were raised that the Bernardi and Boys full counterpoise
correction overestimates the BSSE.4-6 The rationale for these
objections, particularly for correlated calculations, is based
on the Pauli exclusion principle and a perceived imbalance
in the treatment of a dimer on one hand and the individual
monomers on the other. In a correlated counterpoise calcula-
tion on a monomer (i.e. using the basis set of the dimer),
excitations to (amplitudes of) orbitals corresponding to
occupied MOs of B are allowed, whereas in the dimer they
are not. Accordingly, contributions from these ‘spurious’
excitations would lead to an FCP monomer energy that is
too low, an overall counterpoise correction that is too large,
and therefore a potential energy surface that is too shallow.
Although various ad hoc procedures with varying degrees
of theoretical justification have been advanced to compensate
for that anticipated overcorrection, most are unsatisfactory.7

To address the issue directly Daudey et al. devised a
‘virtuals-only’ counterpoise procedure (VCP) in which only
the virtual SCF orbitals of the ‘ghost’ atom B are used to
augment the molecular orbital basis set of monomer A in a
correlated CP calculation on A.4 In principle, this should lead
to a smaller monomer counterpoise correction than the full
counterpoise procedure and ultimately a less shallow interac-
tion potential energy surface. In subsequent years, several* Corresponding author e-mail: cnash@une.edu.
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studies have been conducted comparing efficacy of the full
and virtuals-only counterpoise procedures.8-11 Though the
issue remains somewhat contentious, most of the recent work
seems to endorse the use of the FCP method, especially when
larger, more complete basis sets are used.12,13 At the same
time, some authors, notably Gutowski et al., have advanced
formal arguments supporting the correctness of the FCP and
have argued that excluding the ‘to be occupied’ orbitals from
the FCP virtual space leads to an underestimation of the
exchange repulsion in the AB supermolecule.10,14

We have reexamined this issue in the case of the helium
dimer and focused on the role of the Pauli repulsion using a
new virtuals-only counterpoise procedure that is similar in
philosophy to but substantially different from that proposed
by Daudey. As the weakest possible interaction, this choice
for a molecular system provides a sensitive test of the various
counterpoise correction prescriptions and allows comparisons
with an extensive body of existing literature. Our new
approach raises new questions about the counterpoise
procedure and suggests that a new interpretation of the role
that the ‘spurious’ orbitals play may be in order. In particular,
we have found it appropriate to reinterpret the exchange
(Pauli) repulsion at the correlated level as a disruption of
the correlation energy of each monomer in a supermolecular
aggregate by the presence of occupied orbitals located on
its partner(s).

Theoretical Methods
For all of the ab initio calculations done in our examination
of BSSE in the helium dimer we have used Dunning’s
aug_cc-pVXZ (X)T,Q,5) basis sets and a slightly modified
version of the GAMESS quantum chemistry package.16-18

Our variant of the virtuals-only counterpoise procedure
(vVCP), to be described below, was conducted using a
custom program designed for that purpose. The various
counterpoise corrections were carried out according to the
standard formulas (eq 1 below). The energy of the interacting
dimer AB (here, A)B)He) determined at some level of
theory (SCF, MP2, CCSD, etc.) is modified by the difference
between the energy of each of the monomers A and B
calculated in the union of their basis sets (A∪ B)XCP and
their energies calculated using their individual basis sets.

We have calculated MP2, CCSD, and CCSD(T) interaction
energies for the helium dimer at a series of 11 internuclear
distances between 4.5 and 14 Bohr using each of the
correlation-consistent basis sets. These surfaces were cor-
rected using the full counterpoise procedure (FCP) as well
as our variant of the virtuals-only counterpoise procedure
(vVCP). For comparison, Daudey’s virtuals-only counter-
poise procedure (VCP) was also applied to the He2 PES
calculated under aug_cc-pVTZ atomic orbital basis set. The
various molecular orbital basis sets symbolized by (A∪B)XCP

have been constructed according to the requirements of each
counterpoise correction scheme, X (X)F,vV,V).

In Daudey’s original formulation of the virtuals-only
counterpoise procedure (VCP), the basis set of a monomer,
A, is augmented by only the virtual SCF orbitals of the ghost
monomer B.4 These ghost virtuals are projected onto the
orthogonal subspace of the molecular orbital basis set of A
and reorthogonalized to it using Lo¨wdin’s symmetric or-
thogonalization procedure.19 The result is an orthonormal
molecular orbital basis set useful in correlated VCP calcula-
tions which omits orbitals occupied in the AB dimer.

In contrast, our variant VCP formulation (vVCP) is more
closely related to the standard counterpoise procedure and
in fact reduces to it at the SCF level. Rather than projecting
the virtual ghost orbitals of B onto the orthogonal subspace
of the monomer A, we perform a typical full counterpoise
SCF calculation (i.e. SCF on monomer A using the A∪B
atomic orbital basis set) and project out of the resulting
virtual space functions corresponding to the nB ()1 for
helium) occupied orbitals of the ghost atom B. These have
been generated using a separate fragment (atomic) SCF
calculation under the same atomic basis set used for B in
both the FCP and AB supermolecule. Prior to the application
of the projection operator, these occupied ‘ghost’ functions
are orthogonalized to the occupied orbitals of A. The linear
dependency that results in the supermolecular MO basis is
resolved by deleting the nB,occ functions identified as being
most similar to the original occupied ghost orbital(s) of B.
The remaining molecular orbital basis set of dimension
NA+NB-nB,occ (where NA and NB are the numbers of atomic
basis functions for fragment A and B, respectively) is then
renormalized and orthogonalized using Lo¨wdin’s procedure
in order to minimize the differences between the original
FCP MO basis set and our vVCP MO basis set. The result
of this procedure is a virtual space having the orbital structure
of a hypothetical noninteracting AB dimer.

In our view, this vVCP method has several features that
distinguish it from Daudey’s approach. First, the ghost
orbitals of B to be removed from CP virtual space are
constrained to be orthogonal to the occupied orbitals of A
as they must in the supermolecule. Second, it is a simple
matter to return the excised functions to the virtual space
and thereby produce a MO basis that spans the same space
as the original FCP MO basis. In addition, there is no
ambiguity about what constitutes the ‘missing’ orbitalsit is
identically the SCF function corresponding to the occupied
ghost orbital(s) in the supermolecule. Finally, the vVCP
virtual space is more similar to the FCP virtual space than
that produced using the standard VCP method.

Results
As indicated in Table 1 and Figures 1A, 2A, and 3A, both
our uncorrected and FCP-corrected results for the helium
dimer are consistent with those of numerous previous studies.
The current state-of-the-art theoretical and available experi-
mental results indicate a He2 interaction energy of∼11 K at
an internuclear distance of 5.6 a0, values we approach using
the more extensive basis sets.20-31 Indeed, for the aug_cc-
pVXZ (X)T,Q,5) basis sets used here, the uncorrected as

EAB
XCP ) EAB - (EA

XCP + EB
XCP); X ) F,VV,V

EA
XCP ) EA(A ∪ B)XCP - EA(A)

EB
XCP ) EB(A ∪ B)XCP - EB(B) (1)
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well as the FCP-corrected (and VCP-corrected) well depths
agree reasonably well with these available data despite the
fact that even the aug_cc-pV5Z basis set is evidently not
sufficient to fully capture the exquisitely weak interaction
in the helium dimer. Numerous excellent studies of the
helium dimer potential energy surface have been published
which employ basis sets of aug_cc-pV6Z quality or better
several of which include midbond functions. Though results
of such studies and especially recent quantum Monte Carlo
calculations24,26,27more closely approximate the basis set limit
and the experimental result than do ours, our focus is to
examine the role of the virtual orbitals and their relationship
to BSSE and the Pauli repulsion, and therefore these
differences are immaterial.20-31

As expected, use of the FCP procedure to correct BSSE
leads to shallower potential energy surfaces compared to
uncorrected calculations, though the room for improvement
and therefore the degree of that improvement is much smaller
for the larger basis sets. And, as expected, the He2 PES
corrected using Daudey’s VCP method is deeper than the
corresponding FCP surface and shallower than the uncor-
rected one. This indicates that notwithstanding questions of
its usefulness, the smaller VCP orbital space does attenuate
the counterpoise correction. What is striking is the remarkable
difference that the vVCP results give with respect to those
of other counterpoise methods. Not only are the vVCP
potential energy surfaces in each case deeper by as much as
half (e.g., 15.9 K vs 11 K) than the current best estimates
but also the minima occur at much shorter internuclear
distances (∼5.4 a0 vs 5.6 a0).20

Figures 1B, 2B, and 3B illustrate the variation of helium
CCSD(dCISD) FCP and vVCP counterpoise corrections to
the correlation energy relative to the pure atomic result as a
function of internuclear separation (strictly, monomer-ghost
separation) for, respectively, the augmented TZ, QZ, and 5Z
basis sets. This analysis reveals the source of the unantici-

pated vVCP well deepening. As expected and in keeping
with the variational principle, the FCP correction calculated
for each basis set is negative at all monomer-ghost distances
indicating some degree of improvement in the description
of the monomer electronic structure by the presence of virtual
orbitals located on the ghost. Also according to expectations,
the magnitude of the FCP correction at each internuclear
separation decreases with increasing quality of atomic basis
set, and at the same time the calculated correlation energy
asymptotically approaches the pure atomic result as the value
of R increases. All of this explains why the FCP corrected
potential energy surfaces for all basis sets are to varying
degrees shallower than the uncorrected ones. However,
particularly for the aug_cc-pV5Z basis, the correction is
minimal, and the uncorrected and FCP-corrected potential
energy surfaces are nearly coincident.

In contrast, at many atom-ghost distances the vVCP
monomer correlation energies are actuallyhigher (less
negative) than their corresponding pure atomic results, a
finding that is actually exacerbated for larger basis sets which
are presumably closer to completeness. While at first this
may seem a violation of the variation principle (which applies
here because of the equivalence of CCSD and CISD for two-
electron systems) it is not. Unlike Daudey’s VCP procedure,
the vVCP virtual space is not simply an augmentation of
the set of monomer by virtual ghost orbitals but rather
consists of the standard FCP virtual space with one function,
identical to the ghost He 1s orbital of the noninteracting
partner, projected out of it. So, the structure of the vVCP
virtual space more closely resembles that of the dimer in
that orthogonality of the ‘core’ 1s electrons on each monomer
(or, if you will monomer and ghost) is preserved. Therefore,
from the perspective of an atomic calculation, though the
(A∪B)vVCP supermolecular orbital basis set may be ‘larger’
than the pure AO basis set, it is not necessarily ‘better’ than
the monomer basis in its capacity to minimize calculated

Table 1. He2 Interaction Energies (in K) Calculated Using Aug_cc-pVXZ (X)D,T,Q,5) Basis Sets with No BSSE Correction
Scheme, the Full and Virtuals-Only Counterpoise Correction (FCP, VCP), and the Variant Virtuals-Only Counterpoise
Correction (vVCP) Described Hereina

basis set MP2 CCSD CCSD(T)

DZ
no CP 11.45 K @ 5.74 a0 12.56 K @ 5.69 a0 13.37 K @ 5.69 a0

FCP 4.01 K @ 6.18 a0 5.30 K @ 6.07 a0 5.86 K @ 6.01 a0

vVCP n/a 7.68 K @5.69 a0 8.51 @ 5.65 a0

TZ
no CP 6.99 K @ 5.84 a0 8.82 K @ 5.74 a0 9.92 K @ 5.72 a0

FCP 5.62 K @ 5.89 a0 7.42 K @ 5.79 a0 8.45 K @ 5.74 a0

VCP 8.17 K @5.68 a0 9.48 K @ 5.62 a0

vVCP n/a 11.60 K @ 5.42 a0 13.19 K @5.37 a0

QZ
no CP 6.85 K @ 5.84 a0 8.78 K @ 5.72 a0 10.03 K @ 5.67 a0

FCP 6.25 K @ 5.84 a0 8.20 K @ 5.72 a0 9.44 K @ 5.67 a0

vVCP n/a 13.11 K @ 5.37 a0 14.99 K @ 5.32 a0

5Z
no CP 6.89 K @ 5.79 a0 8.88 K @ 5.72 a0 10.20 K @ 5.67 a0

FCP 6.62 K @ 5.79 a0 8.68 K @ 5.72 a0 10.00 K @ 5.67 a0

vVCP n/a 13.84 K @ 5.32 a0 15.97 K @ 5.27 a0

a The data reported correspond to the minima for each basis set and computational method among the He-He distances sampled. Note: by
construction, the vVCP scf energy is identical to the FCP scf energy.
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total atomic energies. In any case, this ‘negative’ counter-
poise correction calculated with the vVCP procedure at short
distances tends to deepen and contract the calculated potential
energy surfaces.

Some additional points merit mention here. First, we note
that as the monomer-ghost distance increases the vVCP
correction energy does change sign and once again becomes
positive, though less so than for the FCP correction because
of the smaller virtual space. This is best illustrated in Figure
1B though it is qualitatively similar in Figures 2B and 3B
(the CP correction here is small compared to the scale of
the graph). And as it should, the asymptotic behavior of the
vVCP correction resembles and becomes identical to the FCP
results as the monomer-ghost distance increases. Finally, in
all cases we have found that if the ‘excised’ orbital(s) in the
vVCP case is simply reappended to the virtual space the
corresponding FCP result is fully recovered.

It is clear that the anomalous counterpoise correction
calculated at the CCSD()CISD) level using the vVCP
method cannot be reasonably construed as the result of a
basis set superposition error. Instead, the data suggest that
the degradation of monomer electron correlation in a dimer,
independent of any electrostatic or bonding interaction, may

be interpreted as an effective repulsion which we conclude
corresponds to the exchange (Pauli) repulsion calculated at
the correlated level (the correlation exchange repulsion,
CER). This interpretation follows from the fact that the
disruption of monomer correlation is the result of the mere
presence of ‘occupied’ (i.e. excluded) orbitals on the ghost
partner. It is clear that this repulsive energy component is
also present in a true dimer calculation, and, therefore, the
removal of this important repulsive energy component
according to the vVCP method produces the anomalously
deep and compact potential energy well. Any basis set super-
position error would tend to mitigate the effect of removing
this correlation exchange repulsion, which explains why our
seemingly anomalous vVCP results become more pronoun-
ced with more complete basis sets. This monomer correlation
exchange repulsion is also depicted in Figures 1B, 2B, and
3B for each basis set. The curves labeled XZ Pauli (X)T,Q,5)
are generated by correcting the corresponding vVCP curve
for BSSE by subtracting the FCP counterpoise correction.

Figure 4 depicts a comparison of the He2 SCF exchange
repulsion calculated with the calculated monomer correlation
exchange repulsion (the latter corrected for BSSE). The total
exchange repulsion is taken as the sum of the SCF exchange
repulsion and two times the monomer correlation exchange
repulsion. Importantly, the correlation exchange repulsion

Figure 1. (A) CCSD(T) potential energy surfaces for the
Helium dimer calculated with the aug_cc-pVTZ basis sets
using no BSSE correction; and the full (FCP), virtuals-only-
(VCP), and variant virtuals-only (vVCP)counterpoise proce-
dures. (B) FCP and vVCP counterpoise corrections relative
to the atomic He CCSD()CISD) correlation energy calculated
using the aug_cc-pVTZ basis set. ∆Ecorr)EXCP-Eatom.

Figure 2. (A) CCSD(T) potential energy surfaces for the
helium dimer calculated with the aug_cc-pVQZ basis sets
using no BSSE correction; and the full (FCP), and variant
virtuals-only (vVCP)counterpoise procedures. (B) FCP and
vVCP counterpoise corrections relative to the atomic He
CCSD()CISD) correlation energy calculated using the aug_cc-
pVQZ basis set. ∆Ecorr)EXCP-Eatom.
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exhibits qualitatively the same dependence on monomer-
ghost distance as the SCF exchange repulsion. Finally, the
fact that our observation of this phenomenon, which is not
per se a basis set superposition error, does not decrease but
rather increases with larger basis sets suggests that basis set
incompleteness is not the issue here.

Conclusions
The formal arguments advanced by Gutowski et al., to
support the use of the full counterpoise procedure hold among
other things that it, in contrast to virtuals-only approaches,
permits a proper description of the electron density in the
internuclear (intermonomer) region. Because of this, use of
any virtuals-only counterpoise method necessarily degrades
a description of exchange repulsion.10-14 While our results
corroborate this finding, we should emphasize that our
interpretation of the reason for this underestimation is
somewhat different. From our perspective, exchange repul-
sion at the correlated level is manifested as a disruption of
the correlation energy of the monomer calculated in the dimer
(supermolecule) molecular orbital basis set relative to that
calculated in only the monomer’s own basis set. By perform-
ing a correlated monomer calculation according to the vVCP
prescription and subtracting the result from the supermo-
lecular PES, we actually remove this essential component
of the interaction energy. Daudey’s VCP method, or any
other technique that merely supplements the monomer virtual
space with additional functions, approximates this effect and
therefore does lead to an understatement of the exchange
repulsion. Finally, use of the vVCP method directly il-
luminates the role that the ‘occupied’ partner orbitals play
and permits a full evaluation of the exchange repulsion at
the correlated level.
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Abstract: The electronic properties of molecular functional groups (methyl, benzyl, etc.) are

generally conserved across different molecules. However, atomic basis sets use the same

electronic variational space on an element regardless of the functional group it is in. The

computational expense of ab initio calculations on molecules may be reduced by constructing

functional-group-specific basis sets. Our functional group (FG) basis functions are contractions

over a “parent” atomic basis on all atoms in the functional group of interest. Contraction

coefficients are obtained by calculating the functional group’s electron density in a set of

representative molecules and performing principle component analysis of the results. When

the functional group’s chemical identity is maintained (e.g. no bonds are broken in the group),

FG basis sets provide accuracies similar to the parent basis while using a smaller number of

basis functions. We demonstrate our methods by parametrizing FG basis sets for the -OH and

-CH- functional groups and testing them in DFT calculations on several molecules. The results

suggest that FG basis sets may be useful in many contexts, especially for treating spectator

groups in mixed basis calculations.

1. Introduction
Ab initio quantum chemistry is practical because of basis
sets, which turn the integro-differential Schroedinger’s
equation into a linear algebra problem over a finite variational
space.1

A primary challenge to modern theoretical chemistry is
accurately treating large systems. Accuracy requires both a
large variational space and high-level approximations for
effects such as electron correlation. Unfortunately, large
variational spaces are computationally expensive. Canonical
ab initio calculations in anN-orbital variational space scale
from O(N2) - O(N3) for Hartree-Fock and DFT methods2

to O(eN) for full inclusion of electron correlation. Several
authors have developed physically motivatedO(N) ap-
proximations in order to reduce this expense.2-5 Here we
develop a complimentary approach: physically motivated
reductions of the variational space itself.

We suggest that exploiting molecular similarity can reduce
the variational spaces needed for molecular calculations.
“Molecular similarity” is the familiar assumption that the

properties of molecular functional groups (methyl, benzyl,
hydroxy, etc.) are similar in different molecules. It is a natural
consequence of the “nearsightedness” of electronic structure.
Nearsightedness, which underlies many of theO(N) ap-
proximations cited above, is the observation that distant
regions of a large molecule have a weak influence on each
other.6 Molecular similarity implies that electrons in a
particular functional group will explore a well-defined
variational space. The relevant variational spaces will differ
in different functional groups. Molecular similarity is often
a good approximation and underlies the success of molecular
mechanics methods.7 However, existing atomic orbital (AO)
basis sets do not use this approximation. Such basis sets treat
each element with the same variational space, independent
of what functional group it is in.

We parametrize basis sets to describe the most important
components of a particular functional group’s electronic
variational space. In systems where the assumption of
molecular similarity holds, these functional group (FG) basis
sets should provide accuracies comparable to AO basis sets,
while leading to a significant dimensional reduction. They
will not work where molecular similarity breaks down, e.g.
where a bond breaks in a functional group.* Corresponding author e-mail: yaron@cmu.edu.
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Functional group basis functions are obtained as contrac-
tions over a “parent” atomic orbital basis. Let{φA

i} be the
set of parent AO basis functions located on atomA and
indexed byi. FG basis functions for a groupF (ΦF

j) are
obtained from the parent basis functions on all atomsA
in F:

For example, our-OH group basis functions (section 3) are
linear combinations of the 42 6-311G++(3d,p) AO basis
functions on oxygen and hydrogen. Figure 1 plots8 the first
eight functions from one of our-OH group basis sets.

In quantum chemistry, basis functions are typically
constructed from the eigenfunctions of simple systems such
as isolated atoms. We use a very different approach to
parametrize FG basis sets. This approach entails calculating
the electronic structure of a functional group in many
different environments and extracting the electronic degrees
of freedom (basis functions) that are most important in these
environments. This process is referred to as feature extrac-
tion.9 To construct an FG basis for functional groupF, we
build a training set ofF-containing molecules and perform
ab initio calculations in the parent basis set on each molecule.
These molecules are designed to (a) contain sufficient
diversity to explore the behavior ofF in all molecules of
interest and (b) be small enough to permit ab initio
calculations in the parent basis set. For example, an FG basis
set for amino acidA in proteins might be trained onR -

A - R′ trimers, with R and R′ selected from the 20
biologically important amino acids. We add diversity to the
training sets by applying random geometric and electrostatic
perturbations to each molecule.

We next use principle component analysis (PCA) to extract
the most important electronic degrees of freedom from the
training set calculations. Consider a set of data vectors{Vi}
that are defined in a variational space of dimensionN0. PCA
of {Vi} returnsN0 basis vectors, ordered according to their
importance in describing the training set.9 In our case,N0 is
the number of parent AO basis functions on a groupF and
{Vi} come fromF’s calculated electron density in the training
set molecules (see section 7 for details). The firstN e N0

vectors returned by PCA can be used as anN-orbital FG
basis set. For example, Figure 1 shows the eight most
important-OH group basis functions obtained from PCA
of 42 parent basis functions. We can use the first 6 of these
functions to give an-OH basis set of minimal-basis size,
the first 11 functions to give an-OH basis of valence-
double-ú size, and so forth.

The remainder of this paper is as follows. Section 2
presents a discussion of related work. Section 3 presents
information on the parametrization and testing of FG basis
sets for two functional groups,-OH and-CH-. The results
from section 3 are discussed in section 4, with a focus on
the benefits and limitations of the approach. Section 5
demonstrates the potential utility of this approach for hybrid
electronic structure calculations. Section 6 gives the conclu-
sions, and section 7 presents details of the method and
implementation.

2. Related Work
To our knowledge, the current work is unique in constructing
a transferable set of functional-group-specific basis functions
by analyzing variation across a set of molecules. Some
related methods attempt to transfer functional groups’
electronic structures (electron densities10-13 or localized,
occupied molecular orbitals14-19) between different calcula-
tions. One difficulty faced by these methods is that the
transferred electronic structures should be both localized to
a functional group and orthogonal to the rest of the system.20

Ab initio valence bond calculations21 can use nonorthogonal
occupied orbitals, but the complexity of the resulting
Hamiltonians limits this method’s generality. Approximately
orthonormal monomer orbitals can be used for calculations22-24

and interpretations25-27 of intermolecular interactions. Or-
thogonality can also be treated by transferring occupied
orbital energies28-30 or localized properties31 rather than the
orbitals themselves or by constructing transferable models
of functional groups from ab initio densities.32,33 Finally,
some methods treat orthogonality issues by using the
transferred orbitals as a basis set for SCF calculations.19,24

Our methods differ from these in that we focus entirely on
transferable variational spaces and in our parametrization to
a set of representative molecules. In our view, this is a
promising alternative to the complexities inherent in the
wholesale transfer of electronic structures between calcula-
tions. Other relevant reduced-variational-space methods
include dual basis set methods,34,35 polarized atomic orbit-

Figure 1. Surface plots of the first eight -OH group basis
functions obtained from the FG(HOOH,HOH) training set
(Table 1). Contour is at 0.15 au. The basis functions are
shown on one OH group of an H2O2 molecule (gray lines).

Φj
F ) ∑

A∈F
∑

i

Cj,i
F,A
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A (1)
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als,36,37 molecule intrinsic minimal basis sets,38 and mixed
basis sets (see section 5).

Our PCA-based parametrization differs considerably from
the standard methods for generating basis sets. As mentioned
above, electronic basis functions are typically constructed
from the eigenfunctions of simpler systems such as isolated
atoms.39-43 Exceptions include molecular fragment44 and
atomic natural orbital45 AO basis sets.

Other uses of PCA in computational chemistry include
PCA of ab initio calculations to predict the crystal structures
of binary metallic alloys46 and PCA of molecular dynamics
trajectories to determine condensed-phase vibrational spec-
tra.47,48 PCA has also been extensively applied in analysis
of experimental data.49,50 We have previously used PCA of
calculated electron densities in constructing a functional
group based model for electron correlation.51

3. Results
3.1. Parametrization. We parametrized functional group
basis sets for the-OH functional group to singlet and triplet
B3LYP/6-311G++(3d,p) calculations on the first four train-
ing sets in Table 1. The 6-311G++(3d,p) parent basis has
42 basis functions per-OH group. FG basis sets for-CH-
were parametrized to singlet and triplet B3LYP/6-31G(d)
calculations on the last training set in Table 1. The 6-31G-
(d) parent basis has 17 basis functions per-CH- group.
-CH- training sets included both orientations of the-CH-
group (CH2 ) CH - CH3 andCH3 - CH ) CH2) to avoid
bias in treating the substituents. Details of the parametrization
procedure are discussed in section 7. Unperturbed geometries
are from experimental data.52 Systematic analysis of FG basis
set properties as a function of the parametrization variables
(training set size and composition, thresholds in selecting
vectors for PCA, etc.) is left for later work.

3.2. Testing.The-OH and-CH- functional group basis
sets were tested by performing B3LYP/(FG basis) calcula-
tions on various molecules and comparing the results to
B3LYP in the parent basis. Calculations for functional group
F (-OH or -CH-) used the firstN FG basis functions on
eachF group and the parent basis on the remainder of the
molecule. (For example, the “FG(HOH)” points in Figure 2
are B3LYP calculations on H2O where one-OH group is

treated using the first 5, 6, 7, etc.-OH basis functions
obtained from the FG(HOH) training set and the remaining
H atom is treated using 6-311G++(3d,p).) The results are
compared to calculations in smaller AO basis sets as well
as hybrid-basis calculations that use a small AO basis on all
F groups and the parent basis on the remainder. The results
of these tests are listed below and discussed in section 4.

The-OH basis sets were tested on H2O and H2O2 in their
equilibrium geometries (Figures 2 and 3), on the dihedral
rotational barrier of H2O2 (Table 2 and Figure 6), and on 90

Table 1: Data Sets Used To Train the -OH and -CH-
Functional Group Basis Sets

data set molecule(s) groupsa perturbations

FG(HOH) H2O 320 Randb

FG(HOOH) H2O2 320 Rand
FG(HOOH,HOH) H2O, H2O2 320 Rand
FG(ROH)c R-OH 5 none
propene propene 200

a Number of -OH or -CH- functional groups in the training set.
Both -OH groups are used from each H2O2 molecule. b A unique
set of random electrostatic and geometric perturbations is applied to
each molecule. Geometric perturbations vary bond lengths, angles,
and dihedrals by e 0.2 Å, e 3 degrees, and e 360 degrees,
respectively. Electrostatic perturbations randomly place 10 fractional
charges in a 14.0 Å square box around the molecule, with g 0.7 Å
charge-atom separations. c Trained on R-OH molecules with R) H,
F, OH, COH, O-, and Li; at their RHF/6-31G optimized geometries.

Figure 2. Errors relative to B3LYP/6-311G++(3d,p) in the
energy and properties of unperturbed H2O. Results are plotted
vs the number of basis functions on the -OH group. Lines
are the results of B3LYP calculations that use an FG basis
on the -OH group and the parent basis on the remainder
(see section 3.2). Columns are the results of B3LYP calcula-
tions that use small AO basis sets on the -OH group:
6-311G+(d,p) at 29, 6-31G(d) at 17, 6-31G at 11, and STO-
6G at 6 basis functions per -OH group. Narrow and wide
columns correspond to treating the rest of the molecule with
the small AO basis (uniform basis set) or the parent basis
(mixed basis set), respectively. The FG basis sets are
obtained from the training sets in Table 1.
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H2O2 molecules with perturbations as in Table 1 (Figure 4).
The H2O2 molecules in Figure 4 were not included in the
FG(HOOH) training set. The results in Figure 4 are similar
to those for perturbed H2O (data not shown). Basis functions
from the FG(HOOH,HOH) and FG(ROH) training sets were
tested in calculations on a set of eight R-OH molecules
(Table 3). FG(HOOH,HOH) was also tested on the potential
energy surfaces for the water O-H bond stretch (Figure 7).
Figure 5 shows the highest occupied molecular orbitals
(MOs) from FG and AO basis calculations on triplet H2O.
All errors are calculated versus B3LYP/6-311G++(3d,p)
and plotted vs the number of basis functions per-OH
group.

The-CH- basis sets were tested on 43 propene molecules
with perturbations as in Table 1 (Figure 8) and on unper-
turbed benzene (Figure 9). The molecules in Figure 8 were
not in the propene training set. Errors are calculated relative
to B3LYP/6-31G(d) and plotted vs the number of basis
functions per-CH- group.

An alternative to extracting basis functions from mole-
cules in different environments is to extract them from single
molecules. Table 3 contains results from two such basis
sets. The “One” results are an-OH functional group basis
set that was parametrized to B3LYP/6-311G++(3d,p) sing-
let and triplet calculations on a single unperturbed H2O
molecule (section 7.1). The “Orb” results use-OH basis
functions obtained from the Kohn-Sham orbitals of a
B3LYP/6-311G++(3d,p) calculation on singlet H2O. Here,
the orbitals are sorted by orbital energy, projected onto one
OH group of H2O, and renormalized before use. Results from
the latter set of basis functions are included in Figure 5 as
“H2O Orb”.

4. Discussion
This section considers the results in section 3 and argues
that the functional group basis sets can treat a wide range of
systems at useful levels of theory. The results highlight the
potential utility of FG basis sets and suggest further work.

The most important result in section 3 is that small
functional group basis sets can reliably reproduce the parent
basis results. Calculations using 29 of the 42-OH group
basis functions always return small errors in total energies,
singlet-triplet splittings, rotational barriers, and dipole
moments (energy errors< 1.5 mH, dipole errors< 0.01 D
for results in Figures 2, 3, 4 and 6 and Tables 2 and 3).
Calculations using 12 of the 17-CH- group basis functions
also return small errors (Figure 8).

Another important result is that the firstN functional group
basis functions from a particular training set are generally
better than anN-orbital AO basis set at reproducing the
parent basis results. The FG basis sets are better than AO
basis sets at reproducing the parent basis total energy (upper
panels of Figures 2, 3, 4, 8, and 9, and first section of Table
3). The FG basis sets are also better than AO basis sets at
treating most of the properties tested. Notable examples
include the polarizability (Figure 2) of unperturbed H2O, the
energies and properties of R-OH molecules (Table 3), and
the average properties of perturbed molecules (Figures 4 and

Figure 3. Errors in the energy and properties of unperturbed
H2O2, plotted as in Figure 2. The same basis set (FG or small
AO) is used for both -OH groups.

Table 2: B3LYP Rotational Barriers and Minimum-Energy
Dihedral Angle for the Dihedral Rotation of Singlet H2O2

Na basis set
rotational

barrier (mH)
minimum

dihedral (deg)b

42 6-311G++(3d,p) 17.19 121
29 6-311G+(d,p) 18.83 131
29 FG(HOH) 16.96 121
29 FG(HOOH) 17.22 121
17 6-31G(d) 19.86 131
17 FG(HOH) 17.06 121
17 FG(HOOH) 17.40 127
11 6-31G 27.65 178
11 FG(HOH) 16.89 127
11 FG(HOOH) 17.10 140

6 STO-6G 19.03 180
6 FG(HOH) 16.95 127
6 FG(HOOH) 18.27 131
a Number of basis functions per -OH group. b Sampled in 1-degree

increments, with other geometry parameters frozen at equilibrium
values.
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8). The only tested properties that are not well-treated by
the FG basis sets are the singlet-triplet energy splitting and
dipole moment changes of unperturbed H2O2 (Figure 3).

Another important result is that functional group basis sets
can extrapolate to systems that are outside of their training
sets. The results in Figures 4 and 8 show that the FG basis
sets can extrapolate to different geometries and electrostatic
environments. Table 3 shows extrapolations to entirely novel
systems: a chemically diverse set of R-OH molecules. The
FG basis sets in Table 3 clearly outperform equivalently sized
atomic basis sets. Average errors in energy, singlet-triplet
splitting, and dipole moment are generally smaller for these
functional group basis sets than for the AO or hybrid AO
basis sets. The functional group basis sets also usually return
better values for thedifferencebetween the properties of a
pair of R-OH molecules. The results are especially notable

in that none of the R-OH groups in Table 3 were used in
the FG basis training sets.

Table 3 contains results from two basis sets (“One” and
“Orb”) that were extracted from a single molecule rather than
molecules in different environments. These basis sets are
parametrized to the electron density and Kohn-Sham orbitals
of unperturbed H2O (section 3.2). While these basis sets
are generally better than similarly sized AO basis sets, they
are not as good as the large-training-set basis sets. The “Orb”
and “One” basis sets are comparable to FG(HOOH,HOH)
and generally worse than FG(ROH). This is especially
true for larger basis set sizes: while the “Orb” results give
the best minimal-OH basis set, the FG(ROH) basis
generally gives the best results for larger basis sizes. This
result is not surprising, as only a chemically diverse training

Figure 4. Average errors, relative to B3LYP/6-311G++-
(3d,p), in the energies and properties of 90 perturbed singlet
H2O2 molecules. Perturbations are as in Table 1 and results
are plotted as in Figure 2. “Differences” correspond to the
average error in the differences between the energies and
properties of pairs of the H2O2 molecules (panels 2 and 4).

Figure 5. B3LYP HOMO of unperturbed triplet H2O. Contours
are 0.05 au, 0.10 au, 0.15 au, etc. All results other than “6-
31G++(3d,p)” use the parent basis on the left H atom and
eleven basis functions on the remaining OH group. The “6-
31G(hyb)” and “FG(HOOH)” results treat this OH group with
the 6-31G AO basis set and the first 11 -OH basis functions
from the FG(HOOH) training set, respectively. The “H2O Orb”
results treat this OH group with the first 11 -OH basis
functions obtained from the Kohn-Sham orbitals of singlet
H2O (section 3.2).

Figure 6. Errors in the dihedral rotational barrier of singlet
H2O2, plotted as in Figure 2. Selected rotational barrier values
are in Table 2.
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set will contain information about which basis functions are
most important for describing the response to different R
groups.

FG basis sets from molecules in different environments
also generally have better symmetry properties than those
obtained from single molecules. For example, Figure 5
contains results from the “Orb” basis set discussed above
(“H2O Orb”). The highest-occupied Kohn-Sham orbital
calculated with this basis set is asymmetric, unlike the one
obtained from the FG(HOOH) basis. These results are
representative, both for other basis sizes and for the “One”
basis in Table 3 (data not shown).

FG basis sets have the useful property of converging
smoothly with basis size. Smooth convergence can be seen,
for example, in using the first 5, 6, 7, etc.-OH group basis
functions from the FG(HOOH,HOH) training set to describe
unperturbed H2O2 (top panel of Figure 3). Smooth conver-
gence is desirable as it enables extrapolation of large-basis
results from a series of small-basis calculations. Several
atomic basis sets, including the correlation-consistent,53

polarization-consistent,54 and correlation-consistent pseudo-
potential55 basis sets, have been explicitly designed to give
smooth convergence. We find that FG basis set convergence
is smoothest for total energies and averaged properties
(Figures 4 and 8 and Table 3). Convergence is generally
smoother for FG basis sets than for the small AO basis sets
tested (see e.g. H2O2 rotational barrier errors in Figure 6).

Some of the functional group basis set results in Figures
2 and 3 do not appear to converge smoothly with basis size.
This is partly an artifact of the logarithmic scale. For
example, the large apparent variations in the FG(HOOH,-
HOH) singlet-triplet splittings are all< 1.5 mH when using
10 or more FG basis functions. The rough convergence is
also partly due to symmetry effects. The individual functional
group basis functions do not (and cannot) all have the same
symmetry as the functional group (see Figure 1). We are
currently experimenting with partitioning the FG basis
functions into properly symmetrized groups.

It is perhaps counterintuitive that functional group basis
functions can work for multiple group geometries (see Table

Table 3: B3LYP Energy and Property Errors for R-OH Molecules, R ) COO-, Na, OCH3, Cl, CN, CH3, CFH2, NH3
+

average errora average difference errorb

Propc Nd AOe Hybf Oneg Orbh FGi FG(ROH)j AO Hyb One Orb FG FG(ROH)

E 6 1028. 297.5 17.17 20.39 23.81 21.98 510.0 11.48 18.97 24.39 23.94 19.97
11 132.1 51.90 11.66 14.07 14.55 8.70 47.20 2.55 14.85 16.69 15.25 4.04
17 83.06 35.90 8.41 8.69 8.02 4.86 26.09 1.27 10.29 11.24 9.34 0.77
29 8.36 2.92 3.76 1.94 1.09 2.12 2.20 1.26 3.97 2.92 1.06 0.27

∆E 6 49.08 11.66 8.94 12.12 6.05 10.27 61.39 10.18 5.72 6.43 15.32 9.93
11 20.19 4.47 4.84 5.37 2.30 1.90 27.47 6.32 3.92 3.86 5.75 1.88
17 22.39 3.69 3.61 1.74 0.66 0.57 28.89 5.38 3.15 1.75 1.59 0.76
29 4.85 2.77 2.60 0.61 0.35 0.25 7.47 3.95 2.33 0.72 1.07 0.28

µ 6 0.802 0.419 0.168 0.174 0.202 0.354 0.927 0.486 0.239 0.262 0.277 0.474
11 0.525 0.283 0.076 0.128 0.111 0.071 1.262 0.321 0.111 0.200 0.163 0.082
17 0.326 0.130 0.062 0.072 0.079 0.033 1.055 0.174 0.091 0.108 0.117 0.040
29 0.096 0.043 0.017 0.009 0.007 0.009 0.265 0.039 0.022 0.014 0.011 0.012

a Errors are relative to B3LYP/6-311G++(3d,p), all calculations except “AO” use 6-311G++(3d,p) on the R group and a small AO or FG
basis on the OH group. b Average error in the difference between the energies and properties of pairs of different R-OH molecules. c Properties
tested: E and ∆E are errors in total energy and singlet-triplet splitting (mH), µ is error in total singlet dipole (Debye). d Number of basis functions
on the OH group. e Small AO basis set (STO-6G, 6-31G, 6-31G(d), or 6-311G+(d,p) for 6, 11, 17, and 29 basis functions per OH,respectively)
used on the entire molecule. f OH basis is a small AO basis. g OH basis is an FG basis parametrized to unperturbed H2O. h OH basis is the
first N orbitals from a B3LYP/6-311G++(3d,p) calculation on H2O (section 3.2). i OH basis is FG(HOOH, HOH) (Table 1). j OH basis is FG(ROH)
(Table 1).

Figure 7. Testing -OH basis sets on bond dissociation.
Results are singlet and triplet B3LYP potential energy surfaces
(energy in mH vs bond length in Å) for stretching an O-H
bond in H2O, with the other O-H bond and the H-O-H angle
frozen at their equilibrium values. Upper and lower panels are
the potential energy surfaces and the energy errors (mH)
relative to B3LYP/6-311G++(3d,p). Calculations in the func-
tional group basis used the first 11 -OH basis functions from
the FG(HOOH,HOH) training set (Table 1) on one OH group
and the parent basis on the remaining H atom. These
calculations have the dissociating H-OH bond either within
(“in”) or adjacent to (“adj”) the OH group treated with the FG
basis. Potential energy surfaces are normalized such that the
singlet energy at 0.956 Å is zero.
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3 and Figures 4 and 8). This is possible because our FG
basis functions are contractions over atomic basis functions
and can therefore change shape with molecular geometry.
Consider a simple example: an FG basis set for H2, where
the parent AO basis has one s orbital on each atom. The FG
basis functions will be the bonding and antibonding com-
bination of the two atomic orbitals. The first (bonding) FG
basis function will be the singlet RHF ground state for all
H-H bond lengths.

Figure 7 presents a detailed test of geometry variations in
a functional group basis set. As expected, the FG basis set
gives large errors for large bond variations. However, it does
better than an equivalently sized AO basis over the range of
bond lengths included in its training set (0.956( 0.3 Å, see
Table 1). In this regime, the 6-31G energy errors change

dramatically with bond length, while the-OH basis errors
are approximately constant. These results are representative
of the other basis set sizes tested (data not shown). We also
consider a situation where the parent basis is used on the
dissociating H atom and the FG basis is used on the
remaining-OH fragment. Since the functional group retains
its identity in this situation, we expect that the errors will be
small. The “FG(HOOH,HOH), adj” results in Figure 7 show
that this is the case.

The results in section 3 show that functional group basis
sets work for useful levels of theory (B3LYP density
functional theory). These results are representative for self-
consistent field methods, including Hartree-Fock theory and
DFT with other functionals (data not shown). While the
electron density implicitly describes electron correlation via
the Hohenburg-Kohn theorem,56 we expect that FG basis sets
for explicitly correlated methods will need to be parametrized
to explicit information about electron-electron interactions.
We are currently using ideas from our electron-pair-density
methods51 to develop such basis sets.

5. Hybrid Electronic Structure Methods
Functional group basis sets may be particularly useful for
hybrid electronic structure calculations. Many large systems,
such as protein catalysts and solvated molecules, have a
relatively small region of chemical interest. Such systems

Figure 8. Average errors, relative to B3LYP/6-31G(d), in the
energies and properties of 43 perturbed singlet propene
molecules. Perturbations are as in Table 1, and results are
plotted as in Figure 2. AO-basis results use 6-31G and STO-
6G (11 and 6 basis functions per -CH- group, respectively).
“Differences” correspond to the average error in the differ-
ences between the energies and properties of pairs of the
propene molecules (panels 2 and 4).

Figure 9. Errors relative to B3LYP/6-31G(d) in the energy
and properties of unperturbed benzene. -CH- basis sets are
from the training set in Table 1, and results are plotted as in
Figure 8. Quadrupole moments are measured perpendicular
to the plane of the benzene ring.
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can be treated using hybrid methods. These methods combine
a high-level treatment of the active region with a lower-level
treatment of the remaining spectator groups.57-60 Semiem-
pirical or molecular-mechanics treatments of spectator groups
is problematic for systems with complex interactions between
the active and spectator regions.60-63 The PhCH2-H bond
dissociation of toluene (Figure 10) is one such system, as
the product PhCH2* radical can delocalize onto the C5H5

spectator group.

Systems with complex interactions between active and
spectator groups may be treated with mixed basis set
methods. This hybrid method involves an ab initio calculation
on the entire system, with a large basis set on the active
region and a smaller basis elsewhere.64-68 Like all hybrid
methods, mixed basis sets require care in treating the high-
level/low-level interface. Inappropriate choice of basis sets
can produce inaccuracies due to basis set imbalance. A
simple example of basis set imbalance is a homonuclear
diatomic with a minimal basis on one atom and a large basis
on the other. Electron density will tend to move onto the
atom with the large basis, giving the molecule a spurious
dipole moment.

We have tested FG basis sets vs atomic basis sets in a
series of hybrid calculations. These tests, detailed below, use
the parent AO basis on the active region and a functional
group or small atomic basis on the remainder. We find that
FG basis sets have smaller basis set imbalance effects than
equivalently sized atomic basis sets. We believe that this is
because the FG basis functions are contracted over the parent
basis set and so are likely to be more compatible with the
full parent basis.

Table 3 in section 3 gives errors for mixed basis calcula-
tions on several R-OH molecules. Here, R is treated with
the parent basis, and OH is treated with either a small AO
basis (“Hyb”) or an-OH functional group basis (“FG”, “FG-
(ROH)”). The average errors in energy, singlet-triplet
splittings, dipole moment, and the difference between these
properties for pairs of R-OH molecules, are almost always
lower for the functional group basis sets.

Table 4 presents calculated dipole moments for trans H2O2.
This molecule is analogous to a homonuclear diatomic and
has zero dipole moment when treated with a balanced basis
set. Here, one OH group is treated with either a FG basis
set or a small AO basis. The other group is treated with the
parent AO basis. The FG basis sets have much lower dipole
moments than the equivalently sized AO basis sets, indicating
less basis set imbalance.

Finally, we consider mixed basis calculations on the
PhCH2-H bond dissociation shown in Figure 10. Figure 11
presents errors in the calculated dissociation energy and
PhCH2-HfPhCH2* change in total dipole moment and out-
of-plane quadrupole moment, relative to B3LYP/6-31G(d).
The active region (see Figure 10) is treated with the parent
6-31G(d) basis, and the C5H5 spectator group is treated with
either a small AO basis set or a-CH- FG basis set. The
functional group basis sets perform about the same as
equivalently sized atomic basis sets for the dissociation

Figure 10. Reactant (left) and product (right) of the toluene
PhCH2-H bond dissociation. The active region, which re-
quires treatment with a large variational space, is enclosed
with dotted lines.

Table 4: Hybrid-Basis Dipole Moments (Debye) for trans
H2O2

Na AOb FGc

6 0.938 0.204
11 0.258 0.118
17 0.179 0.072
29 0.075 0.004

a Number of basis functions on the second OH group. b The second
OH group is treated with a small AO basis (STO-6G, 6-31G, 6-31G(d),
or 6-311G+(d,p) for 6, 11, 17, and 29 basis functions per OH,
respectively). c The second OH group is treated with the first N basis
functions from the FG(HOOH,HOH) training set (Table 1).

Figure 11. Errors in PhCH2-H bond dissociation energy and
PhCH3fPhCH2* dipole and out-of-plane quadrupole moment
change, relative to B3LYP/6-31G(d), plotted vs number of
basis functions per -CH- group. Lines use 6-311G(d) on the
active region (Figure 10) and the -CH- functional group basis
sets from section 3 on the remainder. Narrow columns use
6-31G(d) on the active region and a small AO basis set (STO-
6G at 6 and 6-31G at 11 basis functions per -CH-,
respectively) on the remainder. Wide columns use a small
AO basis set on the entire molecule.
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energy and somewhat better for the change in multipole
moments. Figure 11 also presents results obtained using a
small atomic basis on the entire molecule (wide columns).
The use of a balanced but small basis reduces the error in
the multipole moment changes, at the expense of a substan-
tially increased error in the dissociation energy. Hybrid-basis
calculations with the-CH- FG basis have the advantage
of giving reasonable results for both dissociation energy and
multipole moments.

6. Conclusions
This paper presents a new approach to reducing the
variational space needed for ab initio calculations on
molecules. The electronic structures of molecular functional
groups are largely conserved across different molecules.
However, existing atomic orbital basis sets treat each element
with the same variational space, regardless of what functional
group it is in. We generate basis sets for functional groups
in molecules (-OH groups,-CH- groups, and so forth).
The functional group (FG) basis sets are designed to describe
the electronic variational space that is most important for
electrons in the group of interest. FG basis functions for a
functional groupF are generated by contracting over a
“parent” AO basis on all atoms inF. The contraction
coefficients are determined via feature extraction (principle
component analysis)9 of the calculated electronic structures
of a “training set” ofF-containing molecules. This approach
differs considerably from the standard methods of construct-
ing basis sets.

In the current work, we generate basis sets for the-OH
and-CH- functional groups. Our results demonstrate that
these basis sets enable substantial dimensional reduction with
minimal loss of accuracy relative to the parent basis. The
FG basis sets always give lower energy errors, and usually
give lower property errors, than comparably sized atomic
basis sets. They are able to extrapolate to chemically diverse
sets of molecules. In addition, their convergence with basis
size is generally fairly smooth, allowing one to extrapolate
more readily to the large-basis limit. The FG basis sets are
especially suited for mixed-basis calculations, due to the
reduced effects of basis set imbalance.

One interesting aspect of this method is that we can tailor
the dimensional reduction to specific instances. For example,
one might parametrize an FG basis set for electronic
polarizability by applying electric fields to the training set
molecules and doing PCA on the difference between the
calculated electron densities in the presence and absence of
applied fields. We intend to explore such methods in future
work.

The results presented here suggest that FG basis sets may
be useful for ab initio calculations on large systems,
especially for treating spectator groups in mixed-basis
calculations. However, a number of aspects are left to future
work. These include FG basis sets for explicitly correlated
methods and a complete implementation into a production
quality electronic structure package.

7. Implementation Details
7.1. Parametrization Method.Basis functions for a func-
tional groupF are parametrized as follows. First, we define

a set of local coordinates forF (section 7.2). We select a
parent atomic orbital basis set and a set of smallR groups
and build a training set of molecules from{R} andF (e.g.
R - OH for -OH groups andR - CH - R′ for -CH-
groups). We usually add diversity to the training set by
generatingO(100) conformers for each molecule, each with
a different set of geometric and electrostatic perturbations
(“Rand” in Table 1). Geometric perturbations are generated
by randomly changing all bond lengths, angles, and dihedrals.
Electrostatic perturbations are generated by randomly placing
point charges in a box around the molecule and discarding
those that are too close to the nuclei.

Next we perform ab initio calculations, in the parent basis
set, on all molecules in the training set. Each calculation
yields a one-electron density matrix in the parent AO basis
(1D) and the overlap matrix of the parent basis functions
(S). We extract the sub-blocks that correspond to functional
group F: all matrix elements1Dij and Sij where AO basis
functions i and j are on atoms inF. Each density matrix
sub-block is rotated intoF’s local coordinates (section 7.2)
and diagonalized. The eigenvectors, referred to here as
“group natural orbitals”, provide a representation of how the
electrons in F are distributed across the parent basis
functions. We save all group natural orbitals with eigenvalues
(occupancies)> 0.1 electrons and perform PCA on the saved
group natural orbitals from the entire training set. The vectors
returned by PCA are the functional group basis functions in
the parent AO basis. FG basis sets that are parametrized to
very small training sets (e.g. results labeled “One” in Table
3) have the input group natural orbitals weighted by their
occupancies before doing the PCA. We have experimented
with using this technique for large training sets but have not
found it to improve the results.

Principle component analysis on vectors in an orthonormal
basis returns a set of orthogonal vectors. We minimize the
overlap of the FG basis functions by performing the PCA in
an approximately orthogonal basis set. This basis is obtained
by averaging the saved overlap matrix sub-blocks from the
entire training set and performing Schmidt orthogonalization
on the result. The saved group natural orbitals are projected
into this basis before PCA, and the resulting PCA vectors
are projected back into the parent AO basis.

7.2. Orienting Functional Group Basis Functions.Since
functional groups are generally not spherically symmetric,
our FG basis functions must be oriented with respect to the
geometry of each molecule of interest. Consider, for example,
the H2O2 molecules in Figure 1. Here, the FG basis functions
are plotted on the-OH group containing atoms O(3) and
H(4). Let thez axis be vertical, such that basis function 4 is
mostly composed of the pz orbitals on O(3). If the basis
functions were transferred without rotation to the other-OH
group, basis function 4 would be composed of the pz orbitals
on O(2) and would have the wrong orientation with respect
to the H(1)-O(2) bond. Rotation ensures that this basis
function is composed of the linear combinations of p orbitals
on O(2) that are perpendicular to the plane defined by atoms
1-3.

We orient our FG basis functions by defining them relative
to an internal coordinate system. For example, the internal
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coordinates of the R-OH group have thex-axis along the
R-O bond and the O-H group in the x-y plane. The basis
functions are oriented by calculating the Cartesian rotation
matrix between a group’s local coordinates and its orientation
in the molecule of interest. This rotation matrix is used to
rotate each p- and d-orbital shell from the local orientation
to the correct global orientation.69,70

7.3. GAMESS Implementation and Timing Tests.A
complete implementation of functional group basis sets
would calculate the one- and two-electron operators in the
parent AO basis, rotate each group’s FG basis functions into
the correct orientation (section 7.2), project the operators into
the FG basis, and use the transformed operators in the ab
initio calculation. The time savings would be similar to those
for contracted vs uncontracted AO basis sets.39 Initial one-
and two-integral evaluations would scale as the number of
Gaussian primitives, and all subsequent steps (dimension of
Fock matrix, number of possible determinants) would scale
as the number of FG basis functions.

The results presented here use a preliminary implementa-
tion of FG basis sets built into GAMESS.71 This implemen-
tation builds the Fock matrices in the parent AO basis and
diagonalizes them in the FG basis. Transformations into the
FG basis are performed by exploiting the methods in
GAMESS for removing linearly dependent combinations of
basis functions. Our initial implementation used GAMESS
for the parent-basis operator evaluations and home-built code
for ab initio calculations in the FG basis. Test calculations
showed that the two implementations return identical results
(data not shown).

GAMESS removes linearly dependent combinations of
basis functions as follows.72 Consider a system with an
N-orbital parent AO basis. LetS be the overlap matrix of
the AO basis functions. SCF calculations in the parent basis
diagonalize the transformed Fock matrixQ†FQ, whereF is
the AO-basis Fock matrix andQ is an orthonormal basis set
generated by diagonalizingS (Q†SQ ) 1). Linear depend-
encies are removed by discarding eigenvectors ofS with
negligible eigenvalues, such that a basis withN′ < N linearly
independent vectors yields a rectangularQ matrix and a
transformed Fock matrix of dimensionN′xN′.

We implement FG basis functions as follows. Consider
calculations usingNused < N FG basis functionsU, where
Uji is the projection of theith FG basis function onto thejth
parent AO basis function. We replaceSwith theNxNmatrix
R†SR in the GAMESS routine for calculatingQ. Matrix R
zeros out the degrees of freedom that are outside of the FG
basis, such thatR†SRhasN - Nusednegligible eigenvalues.
R is defined asUσ-1U†S whereσ ) U†SU is the FG basis
functions’ overlap matrix. Finally, we replaceQ with RQ,
such that SCF calculations diagonalize theNusedxNusedmatrix
given byQ†R†FRQ. The FG basis functions are rotated from
their internal coordinates outside of GAMESS (section 7.2).

Figure 12 presents a timing test of our GAMESS imple-
mentation of functional group basis sets. The figure plots
the total calculation times for RHF/6-311G++(3d,p) calcula-
tions on 10 noninteracting H2 molecules. The FG basis set
is the RHF/6-311G++(3p) molecular orbitals of a single H2,

and all FG basis calculations return the parent-basis wave
function. The FG basis sets have a clear computational
savings and a relatively small overhead (calculation time
100.4% of parent basis at basis size 100%). The computa-
tional savings of our FG basis implementation will depend
on the linear-scaling approximations used in the calculation.
In the systems tested here, we use a fast multipole moment
approximation for the two-electron integrals. The total
calculation time scales quadratically (Figure 12 inset) and
the time savings scales linearly.
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Abstract: The optimized geometries, electron affinities, and harmonic vibrational frequencies

of perfluoroadamantyl radicals (C10F15) have been obtained using four carefully calibrated density

functional theory methods in conjunction with diffuse function augmented double-ú plus

polarization (DZP++) basis sets. There are two C10F15 isomers with close energies. With the

DZP++ B3LYP method, the C3v isomer (1-C10F15) lies energetically above the Cs isomer (2-

C10F15) by 0.086 eV (2.0 kcal/mol), while the anionic 1-C10F15
- isomer is predicted to lie below

2-C10F15
- anion by 1.00 eV (23.0 kcal/mol). The DZP++ B3LYP method predicts the ZPVE-

corrected adiabatic electron affinity for the C3v isomer (1-C10F15) to be 4.16 eV, and that for the

Cs isomer (2-C10F15) is 3.10 eV. These EAad values are significantly larger than that (1.31 eV)

of the parent molecule perfluoroadamantane (C10F16). For the 1-C10F15 radical, the C*-C bond

length is shortened by 0.043 Å upon removal of F from the C10F16 molecule. The C*-C bond

distance for the 1-C10F15
- anion is 0.068 Å shorter than that for C10F16. Similarly, for 2-C10F15

the C*-C distance is 0.053 Å shorter than for C10F16, while re(C*-C) for the anion is 0.061 Å

shorter than for C10F16.

Introduction

Both adamantane (C10H16) and, surprisingly, the two ada-
mantyl radicals (C10H15) have been predicted to have negative
adiabatic electron affinities (EAs) with carefully calibrated
density functional theory (DFT) methods.1 That is, these
systems do not readily attract an electron.2 However, in the
same theoretical study, it was suggested that suitably
substituted adamantyl radicals would be expected to have
positive electron affinities.1 Perfluorohydrocarbons have
generated recent attention because of their ability to bind an
additional electron.3-7 The perfluoroadamantane (C10F16)
molecule is predicted to have a substantial EAad value (1.31
eV).7 One would expect the perfluoroadamantyl radicals to
have even larger electron affinities.

For the larger perfluorohydrocarbons reliable experimental
electron affinities (EAs) are lacking. Theoretical studies can
often aid in the interpretation of experimental photoelectron
spectra and usually provide accurate predictions of electron
affinities.8 DFT methods have been systematically applied
to large molecules, and the average error for the B3LYP
results is about 0.15 eV compared to experiment.8.9 In the
present study we examine the two isomers of the perfluoro-
adamantyl radical, namely 1-C10F15 and 2-C10F15, and their
anions using four selected DFT methods in conjunction with
DZP++ basis sets, with the goal of establishing reliable
theoretical predictions for the unknown EAs. We also
compare these radical EAs with that for the C10H15 radicals
and those for their parent molecule C10F16.

Three neutral-anion energy separations, i.e., the adiabatic
electron affinity (EAad), the vertical electron affinity (EAvert),
and the vertical detachment energy (VDE), have been* Corresponding author e-mail: hfs@arches.uga.edu.
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predicted as differences in total energies according in the
following manner:

Theoretical Methods
Similar to previous studies,6,7 the four DFT methods em-
ployed in the present research have been denoted BHLYP,
B3LYP, BP86 and BLYP. The functional named BHLYP
by the developers of the GAUSSIAN programs combines a
modification of Becke’s half and half exchange functional10

with the Lee, Yang, and Parr (LYP) correlation functional.11

The B3LYP method is a hybrid Hartree-Fock/density
functional (HF/DFT) method using Becke’s three-parameter
hybrid functional12 with the LYP correlation functional. The
BP86 approach is Becke’s 1988 exchange functional13 in
conjunction with Perdew’s 1986 correlation functional.14 The
BLYP functional combines Becke’s 1988 exchange func-
tional13 with the LYP correlation functional.

Basis sets of double-ú quality plus polarization functions
augmented with diffuse functions (DZP++) were used in
the present work. They are the Huzinage-Dunning15,16

contracted Gaussian double-ú functions appended with one
set of five d-type polarization functions, plus a set ofsp
diffuse functions based on an “even-tempered” formula.17

For fluorine, the orbital exponents of the polarization function
areRd(F) ) 1.00 and the exponents of the diffuse functions
areRs(F) ) 0.10490 andRp(F) ) 0.08260. For carbon, the
exponents areRd(C) ) 0.75,Rs(C) ) 0.04302 andRp(C) )
0.03629. Thus the final basis sets may be described as C,
F(10s6p1d/5s3p1d). All computations for open-shell systems
were done in a spin-unrestricted formalism.

Absolute total energies, optimized geometries, and har-
monic vibrational frequencies for each structure were
predicted using the above four DFT methods. Zero-point
vibrational energies (ZPVEs) were evaluated at each level.
The ZPVE differences between the neutrals and the corre-
sponding anions are then used for the correction of the
electron affinities. Our computations were performed with
the Gaussian94 programs.18 The default integration grid
(75,302) of Gaussian94 was applied, and the tight SCF
convergence was required. Cartesian coordinates for all
structures are reported in the Supporting Information, Table
S1. Total energies are reported in Table 1.

Results and Discussion
A. 1-C10F15 and 1-C10F15

-. There are two structural types
of carbon atoms forming the perfluoroadamantane (C10F16,
Td) skeleton: four vertex carbon atoms, each connected to
other three carbon atoms, and six bridging carbons, each
bonding to other two carbon atoms.

The first isomer of perfluoroadamantyl radical (1-C10F15)
is the structure in which a fluorine atom is removed from a
vertex carbon atom, and this radical hasC3V symmetry. The

neutral 1-C10F15 radical has a2A1 ground electronic state,
and the corresponding anionic 1-C10F15

- has a closed-shell
1A1 ground state. Vibrational frequency analyses show that
both C3V neutral and anion structures are genuine minima,
with all real harmonic frequencies predicted by the four DFT
methods. Our optimized structures for the neutral 1-C10F15

and the anionic 1-C10F15
- are displayed in Figure 1, and their

geometrical parameters are summarized in Tables2 and 3
and Figure 2. The geometry predictions by the four DFT
methods are in reasonably good agreement with each other,
and the trend for the bond distances predicted by the different
functionals is BHLYP< B3LYP < BP86< BLYP.

Compared with the closed-shell perfluoroadamantane
molecule (C10F16),7 the changes for the geometry of the
1-C10F15 radical are substantial, especially for those bond
lengths and bond angles related to the radical carbon atom
(Table 2). At the DZP++ B3LYP level, the C*-C (C*
indicating the radical site C atom) bond distance (r1)
decreasesby 0.043 Å, whereas the C-C bond (r2) increases
by 0.013 Å. The C-C*-C angle (θ1) increasesby 4.1° upon
the removal of one F atom, while the C*-C-C angle (θ2)
decreasesby 4.0°.

Table 1. Total Energies (in Hartree) for the C10F16/
C10F16

-, 1-C10F15/1-C10F15
-, and 2-C10F15/2-C10F15

-

Systems

compound BHLYP B3LYP BP86 BLYP

C10F16 -1978.23483 -1978.98955 -1978.99646 -1978.75110

C10F16
- -1978.24388 -1979.02862 -1979.05271 -1978.80430

1-C10F15 -1878.34193 -1879.06063 -1879.06834 -1878.82976

1-C10F15
- -1878.48337 -1879.21185 -1879.22118 -1878.97875

2-C10F15 -1878.34358 -1879.06379 -1879.07106 -1878.83350

2-C10F15
- -1878.44503 -1879.17528 -1879.18482 -1878.94441

Figure 1. Sketch of the C3v structures for the 1-C10F15 radical
and the 1-C10F15

- anion. The optimized geometrical param-
eters for these structures are reported in Tables 2 and 3,
respectively.

EAad ) E (optimized neutral)- E (optimized anion)

EAvert ) E (optimized neutral)-
E (anion at the optimized neutral geometry)

VDE ) E (neutral at the optimized anion geometry)-
E (optimized anion)
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For the 1-C10F15
- anion (Table 3), the geometry also differs

considerably from that6 of the radical anion C10F16
-. At the

DZP++ B3LYP level, the C*-C bond (r1) decreasesby
0.051 Å, while the C-C bond distance (r2) increasesby
0.022 Å. The C-C*-C angle (θ1) increasesby 1.0°, while
the C*-C-C angle (θ2) increasesby 1.3°.

The differences in the bond distances between the neutral
1-C10F15 radical and anionic 1-C10F15

- are small. The C-C
bonds for the neutral are longer than those for the anion.
The largest difference is for the C*-C bonds (0.025 Å with
the DZP++ B3LYP method), while the differences for other
C-C bonds are only 0.008 Å (B3LYP, see Tables 2 and 3).
In contrast, the C-F distances in the neutral are shorter (by
0.024, 0.025, 0.008, and 0.014 Å, respectively) than those
for the anion. For the bond angles, only those close to the
C* atom display significant differences between the neutral
and anion. Angleθ1 decreases by 2.7° from the neutral to
the anion at the DZP++ B3LYP level, and angleθ2 increases
by 4.5°. This may be attributed to the “last” electron, which
increases the electron density on the radical carbon atom,
yielding a larger C-C*-C angle (θ1) to provide more space
for the anion lone pair.

Table 4 lists the DFT predicted EAad, EAvert, and VDE
values for the title radicals. For the 1-C10F15 radical, the
adiabatic EA ranges from 3.85 eV (BHLYP) to 4.16 eV

(BP86). The trend of the theoretical EAs is in the order of
BP86 > B3LYP > BLYP > BHLYP. The B3LYP EAad

prediction of 4.11 eV is expected to be the most reliable.
The value of EAvert is predicted to be 3.76 eV (B3LYP),
while the VDE is 4.48 eV (B3LYP). Yan, Brinkmann, and
Schaefer1 predicted the EAad for the two C10H15 radicals to
be negative (-0.13 eV with the B3LYP functional). Our
results show that the perfluorination of adamantyl radical
dramatically improves the ability to bind an electron.

It should also be noted that the predicted electron affinity
of the 1-C10F15 radical is also much larger than that for the
closed-shell C10F16 molecule (1.06 eV, B3LYP),7 demon-
strating that the radical has a much stronger tendency than
the corresponding closed-shell molecule to bind an additional
electron. This is, of course, because the addition of an
electron to the radical makes it a stable closed-shell system,
while an extra electron added to the stable closed-shell C10F16

molecule created a radical anion. Nevertheless, the magnitude

Table 2. Optimized Geometries for the 1-C10F15 Radical
(C3v)a

BHLYP B3LYP BP86 BLYP

r1(C*-C) 1.516 1.525 1.528 1.534
r2 1.561 1.581 1.591 1.602
r3 1.555 1.572 1.580 1.588
r4 1.332 1.350 1.363 1.370
r5 1.340 1.357 1.368 1.375
r6 1.331 1.350 1.352 1.368
r7 1.331 1.350 1.362 1.369
θ1 113.2° 113.5° 113.8° 113.7°
θ2 105.8° 105.6° 105.4° 105.6°
θ3 109.0° 108.9° 108.8° 108.8°
θ4 109.3° 109.3° 109.7° 109.3°
θ5 110.2° 110.2° 110.2° 110.1°

a Bond lengths are in Å and bond angles are in degrees. Geo-
metrical parameters correspond to those identified in Figure 1.

Table 3. Optimized Geometries for the 1-C10F15
- Anion

(C3v)a

BHLYP B3LYP BP86 BLYP

r1(C*-C) 1.494 1.500 1.503 1.509
r2 1.558 1.573 1.577 1.587
r3 1.548 1.564 1.572 1.581
r4 1.353 1.374 1.387 1.395
r5 1.360 1.382 1.399 1.406
r6 1.338 1.358 1.371 1.378
r7 1.345 1.364 1.376 1.384
θ1 110.3° 110.8° 111.4° 111.3°
θ2 110.6° 110.1° 109.5° 109.8°
θ3 108.4° 108.3° 108.2° 108.2°
θ4 108.9° 108.9° 108.8° 108.8°
θ5 110.3° 110.3° 110.6° 110.4°

a Bond lengths are in Å and bond angles are in degrees. Geo-
metrical parameters correspond to those identified in Figure 1.

Figure 2. Bond distances for the 1-C10F15 radical and the
1-C10F15

- anion. The bond distances for perfluoroadamantane
C10F16 are also shown for comparison.

Table 4. Adiabatic Electron Affinities (EAad) and Vertical
Electron Affinities (EAvert) for the C10F15 Radicals and
Vertical Detachment Energies (VDE) for the C10F15

- Anions
in eV (kcal/mol in parentheses)a

compound method EAad EAvert VDE

1-C10F15 BHLYP 3.85 (88.8) 3.49 (80.4) 4.22 (97.3)

B3LYP 4.11 (94.9) 3.76 (86.8) 4.48 (103.2)

BP86 4.16 (95.9) 3.82 (88.0) 4.51 (104.0)

BLYP 4.05 (93.5) 3.71 (85.5) 4.40 (101.6)

2-C10F15 BHLYP 2.76 (63.7) 2.03 (46.8) 3.46 (79.9)

B3LYP 3.03 (70.0) 2.34 (54.0) 3.68 (85.0)

BP86 3.10 (71.4) 2.44 (56.3) 3.69 (85.1)

BLYP 3.02 (69.6) 2.37 (54.6) 3.62 (83.4)
a Values are not corrected for ZPVE and were obtained with the

DZP++ basis sets.
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of the increase (3.05 eV) in EA between C10F16 and 1-C10F15

is large.
B. 2-C10F15 and 2-C10F15

-. The second isomer 2-C10F15

has a fluorine atom removed from one bridging carbon atom
of C10F16, and this radical possessesCs symmetry. The
structures predicted for the neutral 2-C10F15 and the analogous
anionic 2-C10F15

- are displayed in Figure 3, and the corre-
sponding geometrical parameters are summarized in Tables5
and 6 and Figure 4. The neutral radical 2-C10F15 has a2A′
ground electronic state, while the closed-shell anionic
2-C10F15

- has a1A′ ground state. Vibrational analyses show
that both the neutral 2-C10F15 and the anion 2-C10F15

- are
genuine minima.

Compared with the closed-shell C10F16 molecule, the
C*-C bond distances of the 2-C10F15 (r1) radical decrease
by 0.053 Å, and the other C-C bonds (r2 to r7) have very
small changes (with differences less than 0.004 Å, Table 5).
The C-C*-C angle (θ1) increases by 5.7° at the DZP++
B3LYP level, while the changes for other angles (θ2-θ8) are
relatively small (Table 5).

For the closed-shell anionic 2-C10F15
-, the geometry

changes with respect to C10F16 are similar to that predicted
for 1-C10F15

-. At the DZP++ B3LYP level, the C*-C bonds
(r1) decreaseby 0.044 Å, while the other C-C bonds
increaseby smaller amounts, i.e., by 0.017 Å (r2), 0.005 Å
(r3), -0.005 Å (r4), -0.006 Å (r5), -0.014 Å (r6) and-0.011
Å (r7). The C-C*-C angle (θ1) and the C*-C-C angle
(θ2) increase by 1.0° and 3.5°, respectively, while the changes
for other angles are insignificant (Table 6).

The C-C bond distances do not reveal significant differ-
ences between the neutral radical 2-C10F15 and its anion

2-C10F15
-. With the DZP++ B3LYP method, the C-C bond

lengths for the neutral 2-C10F15 are predicted to be 1.515-
1.571 Å, and those for the anionic species are 1.507-1.573

Figure 3. Sketch of the Cs structures for the 2-C10F15 radical
and the 2-C10F15

- anion. The optimized geometrical param-
eters for these structures are reported in Tables 5 and 6,
respectively.

Table 5. Optimized Geometries for the 2-C10F15 Radical
(Cs)a

BHLYP B3LYP BP86 BLYP

r1(C*-C) 1.507 1.515 1.517 1.524
r2 1.551 1.570 1.579 1.589
r3 1.555 1.571 1.580 1.588
r4 1.553 1.570 1.579 1.588
r5 1.553 1.570 1.578 1.587
r6 1.551 1.567 1.574 1.583
r7 1.546 1.564 1.573 1.582
r8(C*-F) 1.308 1.324 1.334 1.341
r9 1.341 1.359 1.369 1.376
r10 1.334 1.353 1.365 1.371
r11 1.330 1.348 1.360 1.367
r12 1.342 1.360 1.371 1.379
r13 1.331 1.349 1.361 1.368
r14 1.330 1.348 1.360 1.366
r15 1.333 1.352 1.364 1.371
r16 1.341 1.359 1.370 1.377
θ1(C-C*-C) 114.8° 115.3° 115.6° 115.6°
θ2 108.4° 108.4° 108.3° 108.4°
θ3 107.5° 107.5° 107.5° 107.6°
θ4 109.0° 108.9° 108.8° 108.8°
θ5 109.3° 109.3° 109.2° 109.2°
θ6 110.0° 110.0° 110.0° 110.1°
θ7 109.2° 109.2° 109.2° 109.2°
θ8 109.5° 109.5° 109.5° 109.5°

a Bond lengths are in Å and bond angles are in degrees. Geo-
metrical parameters correpond to those identified in Figure 3.

Table 6. Optimized Geometries for the 2-C10F15
- Anion

(Cs)a

method BHLYP B3LYP BP86 BLYP

r1(C*-C) 1.505 1.507 1.507 1.512
r2 1.552 1.568 1.571 1.581
r3 1.554 1.573 1.584 1.593
r4 1.547 1.563 1.571 1.580
r5 1.546 1.562 1.567 1.576
r6 1.541 1.554 1.559 1.567
r7 1.543 1.557 1.564 1.572
r8(C*-F) 1.405 1.418 1.420 1.431
r9 1.353 1.371 1.384 1.391
r10 1.336 1.355 1.368 1.374
r11 1.352 1.375 1.393 1.401
r12 1.371 1.397 1.418 1.427
r13 1.339 1.358 1.371 1.378
r14 1.347 1.366 1.378 1.385
r15 1.334 1.354 1.367 1.374
r16 1.354 1.376 1.393 1.401
θ1(C-C*-C) 109.1° 109.8° 110.6° 110.6°
θ2 113.6° 113.3° 112.6° 112.8°
θ3 108.1° 108.4° 108.6° 108.6°
θ4 107.9° 107.5° 107.1° 107.1°
θ5 109.2° 109.2° 109.2° 109.2°
θ6 110.5° 110.5° 110.4° 110.5°
θ7 109.2° 109.1° 109.0° 109.1°
θ8 109.3° 109.3° 109.5° 109.4°

a Bond lengths are in Å and bond angles are in degrees. Geo-
metrical parameters correspond to those identified in Figure 3.
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Å, with the C-C bonds for the neutral being slightly longer
than those for the anion. For most C-F bonds (r9 to r16), the
differences between the neutral and the anion are quite small,
with those in the neutral being slightly shorter than those in
anion. However, the C*-F bond (r8) predicted for the neutral
is 0.094 Å shorter than that in the anion. This is the largest
structural difference predicted for these adamantine systems.

The trend for the predicted C-C and C-F bond lengths
is in the order of BHLYP< B3LYP < BP86< BLYP. The
C-C*-C angle (θ1) in the neutral is larger than that in the
anion by 5.5°, while the C*-C-C angles (θ2) in the neutral
are smaller by 4.9° (B3LYP). The differences in other angles
between the neutral and the anion are quite small. It is also
found that the four methods predict very similar values for
the bond angles (Tables 5 and 6).

Energetically, the four DFT methods predict that the
neutral 2-C10F15 radical lies close to the neutral 1-C10F15

isomer. (Total energies are shown in Table 1.) For instance,
the B3LYP method predicts the radical structure 2-C10F15

lies below 1-C10F15 by only 2.0 kcal/mol. However, the
anionic 2-C10F15

- isomer lies much higher than the anionic
1-C10F15

- isomer (e.g., by 23.0 kcal/mol at B3LYP). This is
because the orbital energy for the singly occupied molecular
orbital (a1) for 1-C10F15 (-0.206 hartree at B3LYP) is much
lower than that (a′) for 2-C10F15 (-0.157 hartree at B3LYP).
Consequently, the neutral-anion energy separations (including
EAad) of the isomer 2-C10F15 will be much smaller than those
of the isomer 1-C10F15. The EAad and EAvert values for the
2-C10F15 radical and the VDE for its 2-C10F15

- anion are
reported in Table 4 with four DFT methods. The BHLYP
method predicts the lowest EAad value of 2.76 eV, followed
by BLYP (3.02 eV) and B3LYP (3.03 eV), while the BP86

gives the highest (3.10 eV). Among these we conclude that
the B3LYP result 3.03 eV is the most reliable, being 1.08
eV smaller than that for 1-C10F15. The B3LYP method also
predicts the EAvert value to be 2.34 eV and the VDE value
for the anion to be 3.68 eV (Table 4). Although the neutral-
anion energy separations for 2-C10F15/C10F15

- are smaller than
those for 1-C10F15/C10F15

-, they are indeed much larger than
those for the C10F16 molecule.7

C. Vibrational Frequencies and ZPVE Corrections.The
B3LYP predicted harmonic vibrational frequencies for the
1-C10F15/C10F15

- systems are reported in Table 7, and those

Figure 4. Bond distances for the 2-C10F15 radical and the
2-C10F15

- anion. The bond distances for perfluoroadamantane
C10F16 are also shown for comparison.

Table 7. Harmonic Vibrational Frequencies (in cm-1) for
the 1-C10F15 Radical and the 1-C10F15

- Anion with the
B3LYP Methoda

sym neutral anion

a1 192 (0) 194 (0)
255 (1) 250 (5)
294 (4) 308 (0)
364 (0) 308 (5)
457 (17) 416 (3)
614 (15) 438 (5)
654 (6) 593 (4)
717 (3) 638 (10)
981 (273) 684 (2)

1069 (3) 954 (498)
1236 (2) 1178 (26)
1270 (1) 1210 (1)
1282 (435) 1249 (421)
1311 (24) 1282 (30)

a2 129 (0) 129 (0)
223 (0) 234 (0)
244 (0) 257 (0)
269 (0) 277 (0)
385 (0) 385 (0)
427 (1) 840 (0)
847 (0) 1037 (0)

1082 (0) 1054 (35)
1154 (0) 1141 (0)

e 136 (0) 138 (0)
194 (0) 195 (0)
204 (0) 213 (0)
242 (0) 247 (0)
252 (0) 256 (0)
262 (0) 264 (0)
294 (8) 298 (2)
296 (0) 300 (2)
379 (2) 383 (0)
399 (10) 409 (8)
431 (6) 431 (0)
599 (0) 589 (0)
642 (36) 636 (30)
779 (0) 779 (16)
947 (400) 925 (620)
995 (60) 980 (44)

1061 (0) 1021 (2)
1070 (78) 1055 (12)
1154 (28) 1146 (124)
1224 (12) 1170 (0)
1245 (0) 1216 (410)
1277 (532) 1241 (128)
1304 (648) 1286 (934)

a The infrared intensities in km/mol are listed in parentheses.
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for the 2-C10F15/C10F15
- species are listed in Table 8. All of

the vibrational frequencies are real, suggesting that all these
systems (neutral and anion) are genuine minima on their
potential hypersurfaces. Although no experimental results are
available for these systems, the B3LYP predictions should
be qualitatively reliable.

When molecular systems under study become larger, the
ZPVE corrections to electron affinities are sometimes
substantial. In a study of polycyclic aromatic hydrocarbon
(PAH) EAs,9 the ZPVE corrections were found to be several
tenths of an electronvolt and to account for a significant
portion (as much as 40% for coronene) of the overall EAs.
In research on the unsubstituted hydrocarbon C10H15 radicals,1

the ZPVE corrections were found to be 0.13 and 0.10 eV,
respectively, corresponding to the same magnitude as the
EAad values.

Zero-point vibrational energies (ZPVEs) for the perfluoro-
adamantyl radicals and the related anions are presented in
Table 9. The ZPVE differences between the neutrals and
the anions are in the range 0.04-0.08 eV, which are then
used for the correction of the electron affinities. After the
ZPVE corrections the EAad values (B3LYP) increase to 4.16
eV for 1-C10F15 and 3.10 eV for 2-C10F15 (Table 9).
Compared with the aromatic radicals5 C6F5, C10F7 and C14F9,
the ZPVE corrections for the perfluoroadamantyl radicals
are relatively small, i.e., 0.05 eV (1.2%) for 1-C10F15 and
0.07 eV (2.3%) for 2-C10F15 at the B3LYP level.

Concluding Remarks
There are two forms of perfluoroadamantyl radicals
(C10F15): 1-C10F15 with C3V symmetry and 2-C10F15 with Cs

symmetry. The neutral 1-C10F15 isomer has a slightly higher
energy (by 0.086 eV or 1.98 kcal/mol, at the B3LYP level)
than the 2-C10F15 radical, while the anionic 1-C10F15

- isomer
lies below the 2-C10F15

- anion by 1.00 eV (23.0 kcal/mol).
Both isomers are predicted to have large positive adiabatic
electron affinities. The reliable predicted adiabatic electron
affinities with the DZP++ B3LYP method are 4.11 and 3.03
eV for the two perfluoroadamantyl radicals, respectively. It
is shown that the perfluoroadamantyl radicals have consider-
able ability to bind an additional electron and may thus be
useful in the study of new materials and new chemical
reactions. The ZPVE corrections for the EAad values are not
substantial, i.e., 0.05 eV (1.2%) for 1-C10F15 and 0.07 eV
(2.3%) for 2-C10F15 at the DZP++ B3LYP level, and the
ZPVE-corrected EAad are 4.16 and 3.10 eV, respectively. It

Table 8. Harmonic Vibrational Frequencies (in cm-1) for
the 2-C10F15 Radical and the 2-C10F15

- Anion with the
B3LYP Methoda

sym neutral anion

a′ 113 (0) 137 (0)
160 (0) 184 (0)
177 (0) 193 (1)
209 (0) 206 (1)
246 (0) 239 (1)
250 (0) 250 (1)
252 (1) 252 (1)
258 (1) 266 (1)
270 (0) 272 (0)
294 (4) 295 (1)
298 (1) 300 (2)
320 (2) 318 (0)
369 (2) 371 (3)
391 (1) 391 (1)
406 (3) 401 (11)
411 (9) 409 (2)
464 (8) 448 (8)
540 (5) 546 (12)
567 (1) 549 (0)
628 (8) 623 (6)
658 (9) 656 (10)
691 (0) 678 (1)
848 (0) 832 (12)
961 (276) 918 (245)
978 (298) 942 (344)

1009 (21) 966 (164)
1055 (8) 1018 (5)
1064 (1) 1034 (7)
1090 (4) 1078 (2)
1206 (29) 1126 (63)
1239 (19) 1130 (5)
1254 (169) 1178 (41)
1265 (174) 1205 (48)
1277 (196) 1243 (82)
1290 (74) 1265 (87)
1294 (8) 1267 (265)
1313 (96) 1277 (229)
1390 (134) 1288 (40)

a′′ 107 (0) 124 (0)
115 (0) 130 (0)
182 (0) 192 (0)
200 (0) 206 (0)
232 (0) 226 (0)
246 (0) 242 (0)
249 (0) 248 (0)
257 (1) 262 (0)
264 (1) 263 (1)
268 (0) 270 (0)
279 (3) 280 (0)
298 (4) 302 (2)
384 (0) 378 (1)
385 (0) 382 (0)
406 (4) 407 (1)
434 (9) 433 (3)
591 (1) 593 (2)
645 (15) 638 (15)
795 (1) 757 (6)
845 (0) 838 (0)
948 (215) 913 (311)
991 (36) 971 (13)

1063 (4) 1010 (26)
1083 (6) 1046 (49)
1119 (0) 1085 (10)
1148 (4) 1126 (38)
1170 (0) 1157 (58)
1228 (4) 1197 (343)
1244 (22) 1215 (19)
1287 (533) 1234 (1)
1313 (1) 1271 (212)

a The infrared intensities in km/mol are listed in parentheses.

Table 9. Zero-Point Vibrational Energies (ZPVE) and
ZPVE-Corrected Adiabatic Electron Affinities EAad(ZPVE) in
eV (kcal/mol in parentheses) for the C10F15 Radicals

compound BHLYP B3LYP BP86 BLYP

1-C10F15 3.06 (70.6) 2.87 (66.1) 2.74 (63.1) 2.69 (62.0)
1-C10F15

- 3.02 (69.6) 2.82 (65.0) 2.69 (62.0) 2.64 (60.8)
∆(ZPVE) 0.04 (1.0) 0.05 (1.1) 0.05 (1.1) 0.05 (1.2)
EAad(ZPVE) 3.89 (89.8) 4.16 (96.0) 4.21 (97.0) 4.10 (94.7)
2-C10F15 3.06 (70.6) 2.87 (66.2) 2.74 (63.2) 2.70 (62.2)
2-C10F15

- 3.00 (69.2) 2.80 (64.6) 2.66 (61.4) 2.62 (60.3)
∆(ZPVE) 0.06 (1.4) 0.07 (1.6) 0.08 (1.8) 0.08 (1.9)
EAad(ZPVE) 2.82 (65.1) 3.10 (71.6) 3.18 (73.2) 3.10 (71.5)
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is hoped that the present theoretical predictions will stimulate
further experimental studies on these and related systems.
In light of the very large electron affinity of the 1-C10F15

radical, it would be of special interest to examine the
perfluorinated superadamantyl systems19 C35F36, C35F35, and
C35F35

-.
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Abstract: To understand the mechanism of anion assistance in palladium-catalyzed H-H, C-H,

C-C and C-Cl bond activation, several mechanistic pathways for oxidative addition of Pd and

PdCl- to H2 (H-H), CH4 (C-H), C2H6 (C-C and C-H) and CH3Cl (C-Cl) were studied uniformly

at the ZORA-BP86/TZ(2)P level of relativistic nonlocal density functional theory (DFT). Oxidative

addition of the neutral, uncoordinated Pd atom proceeds, as reported earlier, via direct oxidative

insertion (∆Hq
298 is -22 to 10 kcal/mol), whereas straight SN2 substitution (yielding, e.g., PdCH3

+

+ X-) is highly endothermic (144-237 kcal/mol) and thus not competitive. Anion assistance

(i.e., going from Pd to PdCl-) lowers all activation barriers and increases the exothermicity of

all model reactions studied. The effect is however selective: it favors the highly endothermic

SN2 mechanism over direct oxidative insertion (OxIn). Activation enthalpies ∆Hq
298 for oxidative

insertion of PdCl- increase along C-H (-14.0 and -13.5 kcal/mol for CH4 and C2H6) ≈ C-Cl

(-11.2 kcal/mol) < C-C (6.4 kcal/mol), i.e., essentially in the same order as for neutral Pd.

Interestingly, in case of PdCl- + CH3Cl, the two-step mechanism of SN2 substitution followed

by leaving-group rearrangement becomes the preferred mechanism for oxidative addition. The

highest overall barrier of this pathway (-20.2 kcal/mol) drops below the barrier for direct oxidative

insertion (-11.2 kcal/mol). The effect of anion assistance is analyzed using the Activation Strain

model in which activation energies ∆Eq are decomposed into the activation strain ∆Eq
strain of

and the stabilizing transition state (TS) interaction ∆Eq
int between the reactants in the activated

complex: ∆Eq ) ∆Eq
strain + ∆Eq

int. For each type of activated bond and reaction mechanism,

the activation strain ∆Eq
strain adopts characteristic values which differ only moderately, within a

relatively narrow range, between corresponding reactions of Pd and PdCl-. The lowering of

activation barriers through anion assistance is caused by the TS interaction ∆Eq
int becoming

more stabilizing.

1. Introduction
Oxidative addition (eq 1) is a key step in many catalytic
reactions1 and has been intensively investigated both

experimentally2-7 and theoretically.5,7-12

In the present study, we aim at understanding how anion
assistance, i.e., the introduction of an additional, negatively
charged ligand, influences a catalyst’s electronic structure
and how this in turn affects its reactivity toward the
archetypical H-H, C-H, C-C and C-Cl bonds in H2, CH4,

* Corresponding author fax: +31-20-59 87629; e-mail:
FM.Bickelhaupt@few.vu.nl.

† Fachbereich Chemie der Philipps-Universita¨t Marburg. Present
address: Sercon GmbH.
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MLn + R-X {\}
Oxidative Addition

Reductive Elimination
R-MLn-X (1)
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C2H6 and CH3Cl. This is of interest also for industrial
chemistry because it enables a more rational design of
catalytically active species. One example is the activation
and subsequent functionalization of the rather inert alkanes
(e.g. CH4).13 Thus, a detailed study of the reactivity of PdCl-

toward H2, CH4, C2H6 and CH3Cl has been carried out using
relativistic nonlocal density functional theory (DFT) at the
ZORA-BP86/TZ(2)P level (see Section 2). This approach
was shown previously to yield reliable trends in reactivity
for oxidative insertion of Pd into C-H, C-C and C-Cl
bonds of methane, ethane and chloromethane.14 The reactivity
of the monocoordinated PdCl- complex is then compared
with that of the uncoordinated neutral Pd atom that we
studied recently.12 Thus, all together, the potential energy
surfaces (PES) of the following model reactions (eqs 2-6)
were explored and compared:

For each of the 10 model reactions of eqs 2-6, the direct
oxidative insertion (OxIn) mechanism (eq 7) and an alterna-
tive SN2 type reaction which overall leads also to oxidative
addition (eq 8) is studied.

In this way, one achieves a uniform treatment of different
reaction mechanisms for the broad spectrum of H-H, C-H,
C-C and C-Cl bond activation induced by Pd and PdCl-.

The effect of anion assistance on the competition between
the various bond activation processes and mechanisms is
interpreted in terms of the Activation Strain model of
chemical reactivity originally introduced in the context of
elementary organic reactions.10,12 In this model, activation
energies∆Eq are decomposed into the activation strain

∆Eq
strainof and the stabilizing transition state (TS) interaction

∆Eq
int between the reactants in the activated complex:∆Eq

) ∆Eq
strain + ∆Eq

int. Recently, in our study on oxidative
addition of H-H and C-X bonds to uncoordinated Pd, we
have shown that the activation strain adopts characteristic
values for a particular bond and reaction mechanism. At this
point, we anticipate that the activation strain preserves these
characteristic values also after introducing a chloride ligand,
i.e., on going from Pd to PdCl-. The lowering of activation
barriers that results from anion assistance turns out to be
caused by the TS interaction∆Eq

int, which becomes more
stabilizing. We show how the concepts of activation strain
and TS interaction can be used to rationally tune our model
catalyst’s stereochemical selectivity toward retention or
inversion of configuration of the carbon atom involved in
C-X bond activation.

The long-term purpose of these efforts is understanding
and directing, in a rational manner, the factors that determine
the catalytic activity and selectivity ofsolution-phasetransi-
tion metalcomplexes. However, as pointed out before, the
starting point is the investigation of theintrinsic reactivity
of the transition metalatom.9,12 Now, by introducing ligands
in a second stage, it can be precisely assessed how they
interfere with the metal electronic structure and why exactly
they cause a particular change in the activity and selectivity
of the resulting homogeneous catalyst. This modular ap-
proach to theoretical homogeneous catalysis, in which the
catalyst is assembled step by step to uncover and understand
the function of its individual components, has been desig-
nated Fragment-oriented Design of Catalysts (FDC). The
present study focuses on introducing a single (but important)
ligand and thus marks the beginning of stage 2 that we
continue to tackle soon. Eventually, in a third stage, the effect
of solvent molecules is explored in an analogous manner.

This paper is organized as follows. After describing our
quantum chemical method in Section 2, we proceed in
Section 3.1 with the exploration of the PES of the various
model reactions. Next, in Section 3.2, the Activation Strain
model of chemical reactivity is presented. This model is
applied in Section 3.3 in which the effect of anion assistance
on the competition between the different model bond
activation processes, i.e., the relative heights of activation
barriers, is analyzed. The conclusions are summarized in
Section 4.

2. Methods
All calculations are based on density functional theory
(DFT)15,16 and have been performed using the Amsterdam
Density Functional (ADF) program.17 MOs were expanded
in a large uncontracted set of Slater-type orbitals (STOs).17h

For H, C and Cl, the basis is of triple-ú quality, augmented
with two sets of polarization functions: 2p and 3d for
hydrogen and 3d and 4f for carbon and chlorine. The Pd
atom is represented by a triple-ú type basis set augmented
with one set of 5p polarization functions. The core shells of
carbon (1s), chlorine (1s2s2p) and palladium (1s2s2p3s3p3d)
were treated by the frozen-core approximation.17b An aux-
iliary set ofs, p, d, f andg STOs was used to fit the molecular

H-H activation: Pd+ H2 f H-Pd-H (2a)

PdCl- + H2 f H-PdCl-H- (2b)

C-H activation: Pd+ CH4 f CH3-Pd-H (3a)

PdCl- + CH4 f CH3-PdCl-H- (3b)

Pd+ C2H6 f CH3CH2-Pd-H (4a)

PdCl- + C2H6 f CH3CH2-PdCl-H-

(4b)

C-C activation: Pd+ C2H6 f CH3-Pd-CH3 (5a)

PdCl- + C2H6 f CH3-PdCl-CH3
-

(5b)

C-Cl activation: Pd+ CH3Cl f CH3-Pd-Cl (6a)

PdCl- + CH3Cl f CH3-PdCl-Cl- (6b)

Anion Assistance in C-X Bond Activation J. Chem. Theory Comput., Vol. 1, No. 2, 2005287



density and to represent the Coulomb and exchange potentials
accurately in each SCF cycle.17i

Geometries and energies were calculated using the gen-
eralized gradient approximation (GGA). Exchange is de-
scribed by Slater’s XR potential,17j with nonlocal corrections
owing to Becke.17k,l Correlation is treated in the Vosko-Wilk-
Nusair (VWN) parametrization using formula V,17m with
nonlocal corrections due to Perdew.17n Relativistic effects
were taken into account by the zeroth-order regular approxi-
mation (ZORA).18 Prior investigations showed that relativistic
effects are significant for our systems and that the ZORA
formalism is well suited for describing them.14

All energy minima and transition state17q structures were
verified by frequency calculations:17r for minima all normal
modes have real frequencies, whereas transition states have
one normal mode with an imaginary frequency. The character
of the normal mode associated with the imaginary frequency
was analyzed to ensure that the correct transition state was
found.

Bond enthalpies at 298.15 K and 1 atm (∆H298) were
calculated from electronic bond energies (∆E) according to
eq 9, assuming an ideal gas.19

Here, ∆Etrans,298, ∆Erot,298 and ∆Evib,0 are the differences
between products and reactants in translational, rotational

and zero point vibrational energy, respectively;∆(∆Evib)298

is the change in the vibrational energy difference as one goes
from 0 to 298.15 K. The vibrational energy corrections are
based on the frequency calculations. The molar work term
∆(pV) is (∆n)RT; ∆n ) -1 for two reactants (e.g. PdCl-

and CH3X) combining to one species. Thermal corrections
for the electronic energy are neglected.

3. Results and Discussion
3.1. Reaction Profiles and Geometries.In this section, we
discuss the potential energy surfaces (PES) of the various
oxidative insertion and SN2 reactions as well as the geom-
etries of the transition states of the various reactions. The
results are summarized in Figures 1-6 (geometries) and
Tables 1-3 (thermochemistry and geometries) and 4
(Activation Strain analyses).

Here, we focus on the reactions of the anionic, mono-
coordinated PdCl- and how these differ from the reactions
of the neutral, uncoordinated Pd atom. For a full account of
the neutral reactions, the reader is referred to ref 12a.

Direct Oxidative Insertion (OxIn). First, the direct
oxidative insertion (OxIn) reactions are examined. For both,
Pd and PdCl-, and for all substrates, they proceed from a
reactant complex via a TS to a product, see Figures 1-5.
The effect of anion assistance, i.e., going from Pd to PdCl-,
is a substantial stabilization relative to the separate reactants
of all stationary points along the PES (see Table 1): reactant

Table 1. Reaction Profiles for the Oxidative Insertion (OxIn), SN2 Substitution and SN2/Cl-Rearrangement Reactions of Pd
(from Ref 12a) and PdCl- (This Work) with H2, CH4, C2H6 and CH3Cl, Respectively: 298 K Enthalpies (in kcal/mol) Relative
to Reactantsa

activated bond reactants reactant complex transition state product

Oxidative Insertion
H-H Pd + H2 -24.4 (-24.1b) -21.7 (-21.7b) -21.1c (-22.2b)

PdCl- + H2 -36.3 d d

C-H Pd + CH4 -11.4 -5.0 -9.7
PdCl- + CH4 -17.5 -14.0 -15.5
Pd + C2H6 -11.6 -4.1 -11.6e

PdCl- + C2H6 -17.7 -13.5 -16.1f

C-C Pd + C2H6 -11.6 9.6 -14.1
PdCl- + C2H6 -17.7 6.4 -16.0

C-Cl Pd + CH3Cl -15.6 -6.0 -35.7
PdCl- + CH3Cl -20.7 -11.2 -58.7

SN2 Substitution
H-H Pd + H2 -24.4g h 237.0i

PdCl- + H2 -36.3g h 78.5i

C-H Pd + CH4 -11.4 h 228.7i

PdCl- + CH4 -17.5 h 88.2i

C-C Pd + C2H6 -11.6 h 228.6i

PdCl- + C2H6 -17.7 h 88.1i

C-Cl Pd + CH3Cl -10.1 h 143.5i

PdCl- + CH3Cl -23.9 -22.8j (-24.1)k 3.0 i

SN2/Cl-Rearrangement
C-Cl Pd + CH3Cl -10.1 21.2 -35.7

PdCl- + CH3Cl -23.9 -22.8j (-24.1)k

-20.2l -58.7m

a Computed at BP86/TZ(2)P (see also Figures 1-6). b Electronic energies. c No reverse activation enthalpy. d No stable product. e Primary
product (P) of insertion. Rearrangement via second TS (at -11.0 kcal/mol) to more stable conformation (at -12.0 kcal/mol). f Primary product
(P) of insertion. Rearrangement via second TS (at -15.6 kcal/mol) to more stable conformation (at -16.3 kcal/mol). g Linear, C∞v symmetric
Pd-H-H (at -8.8 kcal/mol) or -ClPd-H-H structures (at -12.6 kcal/mol) are second-order saddle points. h No reverse activation barrier.
i Products (P) of straight SN2 substitution. j TS of straight SN2 substitution. k Product complex (PC) of straight SN2 substitution. l TS of leaving-
group rearrangement, proceeding from PC of straight SN2 reaction of PdCl- + CH3Cl (see footnote i). m Oxidative addition product.

∆H298 ) ∆E + ∆Etrans,298+ ∆Erot,298+ ∆Evib,0 +
∆(∆Evib,0)298 + ∆(pV) (9)
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complexes gain an additional stabilization of 5-12 kcal/mol,
reaction barriers are lowered by 3-14 kcal/mol, and the
reactions become overall 2-23 kcal/mol more exothermic.
Whereas the oxidative insertion of the uncoordinated Pd+
H2 occurs with a minimal reverse activation energy of only
half a kcal/mol, the reverse barrier vanishes completely for
the oxidative insertion of PdCl- + H2, see Table 1. In other
words, there is no stable product and the only stationary point
left is that of the reactant complex1bCl at -36.3 kcal/mol
(see Table 1 and Figure 1).

The PdCl- induced C-H activation is investigated using
two different substrates, CH4 (2a) and C2H6 (3a). In this way,
we can reveal if, e.g., the activation strain (see Section 3.2)
adopts a characteristic value for a particular type of bond
(here, the C-H bond) in different substrates. Geometries for
both reactions are shown in Figures 2 and 3, structures2aCl-
2dCl and 3aCl-3dCl. Again, one finds relatively stable
reactant complexes,2bCl and3bCl, respectively, in which
PdCl- binds via palladium symmetrically, in anη2 fashion,
to two C-H bonds of the substrate, similar to the situation
found for Pd in2b and3b (see Figures 3 and 4). Note that
in fact all substrates but CH3Cl form reactant complexes that
are of about the same thermodynamic stability as the
corresponding product of oxidative addition to PdCl- (or Pd).
For PdCl- + CH4, eq 3b, the activation enthalpy is-14.0
kcal/mol relative to the reactants. In the TS,2cCl, the C-H
bond has been stretched by 0.479 Å (44%) and amounts to
1.575 Å, somewhat less than in the corresponding neutral
TS, 2c. The C-H activation of PdCl- + C2H6, eq 4b,
proceeds via a transition state3cCl at-13.5 kcal/mol relative
to the reactants, to a product3dCl at -16.1 kcal/mol. The
C-H bond in TS3cCl is lengthened by 0.561 Å (51%) and
amounts to 1.660 Å (see Table 2 in which, for the
convenience of the reader, we have collected the data on

C-X and H-H bond lengths and stretching in the TS). This
is very similar to the C-H activation of PdCl- + CH4. The
reaction may further proceed via a second transition state
(0.5 kcal/mol above3dCl and corresponding to an internal
rotation around the Pd-C bond) to a conformation that is
0.2 kcal/mol more stable than the initial product complex
3dCl.

The OxIn activation of the C-C bond of ethane by PdCl-

(eq 2d) starts from the reactant complex4bCl, which is
identical to the reactant complex3bCl for C-H activation
in the same substrate. The barrier associated with the
transition state,4cCl, is with 6.4 kcal/mol significantly higher
than in case of C-H activation. Yet, in this TS, the C-C
bond is only stretched by 0.362 Å (24%) and amounts to
1.894 Å; the relative stretching is less than in the case of
C-H activation.

The activation of CH3Cl 5a by direct oxidative insertion
of PdCl- is connected with a slight lengthening of the C-Cl
bond by 0.240 Å (13%) in the TS, where this bond has a
length of 2.043 Å. The activation barrier of-11.2 kcal/mol
is lower than for C-H and C-C activation. It is also lower
than the barrier of-6.0 kcal/mol associated with activation
of the same bond by direct oxidative insertion of uncoordi-
nated Pd. The formation of product5dCl is the most

Figure 1. Geometries (in Å, deg) at ZORA-BP86/TZ(2)P of
stationary points along the potential energy surface for
oxidative insertion (OxIn) reaction of Pd (from ref 12a) and
PdCl- (this work) into the H-H bond of H2.

Figure 2. Geometries (in Å, deg) at ZORA-BP86/TZ(2)P of
stationary points along the potential energy surface for
oxidative insertion (OxIn) reaction of Pd (from ref 12a) and
PdCl- (this work) into the C-H bond of CH4.
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exothermic oxidative addition among the model reactions
studied, with a reaction enthalpy of-58.7 kcal/mol.

Thus, the 298 K activation enthalpies (relative to the
separate reactants) of the anion-assisted reactions increase
more or less in the same order as those induced by the bare
Pd atom, namely, in the order C-H (-14.0 and-13.5 kcal/
mol for CH4 and C2H6) ≈ C-Cl (-11.2 kcal/mol)< C-C
(6.4 kcal/mol).20 (As pointed out above, for PdCl- + H-H,
there is no stable product and thus no TS for oxidative
insertion.) The higher barrier for C-C than for C-H
activation by uncoordinated Pd originates from a much less
favorable TS interaction12a with the model catalyst in the
former bond and not, as thought previously,11i,n from a higher
strain associated with the tilting of two methyl groups for
C-C activation versus only one methyl group for C-H
activation. As will become clear through the Activation Strain
analysis in Section 3.3, the same holds true for the present
PdCl- induced C-C and C-H activation processes.

SN2 Substitution versus Direct Oxidative Insertion.
Next, we discuss the SN2-type reactions and how they
compete with direct oxidative insertion. For both, Pd and
PdCl-, and for all substrates but CH3Cl, the actual substitu-
tion process of the straight SN2 reaction, i.e., formation of
the new Pd-C (or Pd-H) bond and breaking of the old C-X
(or H-H) bond, proceeds from the same reactant complexes

as the competing direct oxidative insertion (OxIn) reactions
discussed above (see Figures 1-5). The effect of introducing
a chloride ligand on palladium, i.e., going from Pd to PdCl-,
is a dramatic reduction, by 140 kcal/mol or more, of the
endothermicity of the straight SN2 reaction (see Table 1).
The reason for this is that the energetically highly unfavor-
able charge separation, which occurs in the products of Pd
(e.g., PdCH3+ + X-), disappears in those of PdCl- (e.g.,
PdClCH3 + X-). Still, in all cases except for the reaction of
PdCl- + CH3Cl, the straight SN2 reactions are highly
endothermic (79-88 kcal/mol) and proceed without a reverse
barrier, i.e., without a regular SN2 transition state. In other
words, C-H and C-C bond activation occurs through direct
oxidative insertion (OxIn) for both model catalysts, Pd and
PdCl-.

The situation is strikingly different for C-Cl activation.
For PdCl- + CH3Cl, a regular SN2 transition state6cCl was
found, at -22.8 kcal/mol relative to the reactants, that
separates the reactant complex6bCl (at -23.9 kcal/mol)

Figure 3. Geometries (in Å, deg) at ZORA-BP86/TZ(2)P of
stationary points along the potential energy surface for
oxidative insertion (OxIn) reaction of Pd (from ref 12a) and
PdCl- (this work) into the C-H bond of C2H6.

Figure 4. Geometries (in Å, deg) at ZORA-BP86/TZ(2)P of
stationary points along the potential energy surface for
oxidative insertion (OxIn) reaction of Pd (from ref 12a) and
PdCl- (this work) into the C-C bond of C2H6.
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from an SN2 product complex6dCl (at -24.1 kcal/mol), see
Figure 6. Dissociation of this complex leads to the products
of the straight SN2 substitution at 3.0 kcal/mol relative to
reactants (Table 1). In addition, a second transition state6eCl
was found at-20.2 kcal/mol, which is reached from6dCl
and corresponds to a rearrangement of the leaving group Cl-

(Cl-ra) yielding the net oxidative addition product6fCl at
an energy of-58.7 kcal/mol. This product is identical to
structure5dCl resulting from direct insertion. We recall that

for Pd + CH3Cl a similar pathway (SN2/Cl-ra) was found
which, however, proceeds in one elementary reaction step.12

This pathway involves a transition state6e, 21.2 kcal/mol
above the reactants, which has already proceeded beyond
the actual substitution stage and has mainly the character of
Cl- rearrangement. Thus, the effect of anion assistance is a
lowering of the overall barrier of the SN2 pathway by 42.4
kcal/mol (from 21.2 kcal/mol in case of6e to -20.2 kcal/
mol in case of6eCl).21 For the other substrates, a TS
associated with an SN2/Cl-ra mechanism could not be found.

Interestingly, through anion assistance, we have achieved
a switch of mechanistic pathway for C-Cl bond activation.
While for Pd+ CH3Cl the overall barrier for the pathway
of SN2 substitution followed by Cl- rearrangement (21.2 kcal/
mol) is much higher than that for oxidative insertion (-6.0
kcal/mol), it drops in case of PdCl- + CH3Cl to -20.2 kcal/
mol, i.e., well below the oxidative insertion barrier of-11.2
kcal/mol. Hence, oxidative addition of the C-Cl bond
proceeds through direct oxidative insertion for Pd and
through the SN2 pathway for PdCl- + CH3Cl. The OxIn
mechanism is associated with retention of configuration at
the carbon atom of the activated C-X bond, whereas the
SN2/Cl-ra mechanism goes with inversion of configuration.
For the present, rather simple model substrate, CH3Cl, this
leads to identical products. However, the two pathways yield
different enantiomers as product in case of more complex
substrates that involve an asymmetric carbon atom in the
activated C-X bond. Thus, by switching anion assistance
on or off, we can steer the stereochemical course of the bond
activation process. In Section 3.3, we discuss why anion
assistance has the effect of shifting the preference from OxIn
to SN2 pathway.

Entropy Effects on Barriers. Entropy effects at 298 K
are important in the sense that they increase the magnitude
of the activation free energy∆Gq by a few kcal/mol, but, as
can be seen in Table 3, they do not discriminate much
between the various bond activation reactions and pathways
considered.

The 298 K activation entropies∆Sq for direct oxidative
insertion (OxIn) of PdCl- are somewhat more negative than
those of Pd and amount to-29.8 (C-H in methane),-32.2
(C-H in ethane),-32.6 (C-C) and-30.6 cal/mol K (C-
Cl). Likewise, the activation entropies for the two steps of
the SN2 pathway to C-Cl bond activation of PdCl- are more
negative than that of the corresponding one-step mechanism
of Pd and amount to-31.6 (SN2 step) and-29.8 cal/mol K
(Cl rearrangement). This translates into-T∆Sq values of
8.9-9.7 kcal/mol for the reactions involving PdCl- and 5.4-

Table 2. Length and Stretching in the TS of the Activated Bond for Direct Oxidative Insertion (OxIn)a

length in TS
(in Å)

stretching in
TS (in Å)

stretching in
TS (in %)

activated
bond reactants

length in
substr (Å) Pd PdCl- Pd PdCl- Pd PdCl-

H-H Pd + H2 0.749 1.383 b 0.634 b 85 b

C-H Pd + CH4 1.096 1.613 1.575 0.517 0.479 47 44
Pd + C2H6 1.099 1.629 1.660 0.530 0.561 48 51

C-C Pd + C2H6 1.532 1.929 1.894 0.397 0.362 26 24
C-Cl Pd + CH3Cl 1.803 1.968 2.043 0.165 0.240 9 13

a Computed at ZORA-BP86/TZ(2)P. b No stable product.

Figure 5. Geometries (in Å, deg) at ZORA-BP86/TZ(2)P of
stationary points along the potential energy surface for
oxidative insertion (OxIn) reaction of Pd (from ref 12a) and
PdCl- (this work) into the C-Cl bond of CH3Cl.
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7.8 kcal/mol for those involving Pd. Thus, in terms of relative
activation free energies∆Gq, this does essentially not change
the picture that emerges from the relative heights of activation
energies∆Eq of the various reactions. Therefore, in the
following, we focus on further analyzing the origin of and
difference between the energy barriers∆Eq of the reactions.

3.2. Activation Strain Model. To gain insight into how
anion assistance affects the activation barriers of the different
oxidative insertion reactions, i.e., insight into how this effect

depends on the nature of the concomitant geometrical
deformation and electronic structure of catalyst and substrate,
they were analyzed using the Activation Strain model of
chemical reactivity.10,12 In this model, the activation energy
∆Eq is decomposed into the activation strain∆Eq

strain and
the transition state (TS) interaction∆Eq

int (see eq 10 and
Figure 7):

Figure 6. Geometries (in Å, deg) at ZORA-BP86/TZ(2)P of stationary points along the potential energy surface for the SN2/
Cl--rearrangement reaction of Pd (from ref 12a) and PdCl- (this work) with CH3Cl.

Table 3. Entropy Effects at 298 K on Activation Barriers
(Relative to Reactants) for the Oxidative Insertion (OxIn)
and SN2/Cl-Rearrangement Reactions of Pd and PdCl-

with H2, CH4, C2H6 and CH3Cl, Respectivelya

activated bond reactants ∆Hq ∆Sqa -T∆Sqa ∆Gqa

Oxidative Insertion
H-H Pd + H2 -21.7 -18.1 5.4 -16.3

PdCl- + H2
b b b b

C-H Pd + CH4 -5.0 -22.5 6.7 1.7
PdCl- + CH4 -14.0 -29.8 8.9 -5.1
Pd + C2H6 -4.1 -24.3 7.3 3.2
PdCl- + C2H6 -13.5 -32.2 9.6 -3.9

C-C Pd + C2H6 9.6 -26.1 7.8 17.4
PdCl- + C2H6 6.4 -32.6 9.7 16.1

C-Cl Pd + CH3Cl -6.0 -23.4 7.0 1.0
PdCl- + CH3Cl -11.2 -30.6 9.1 -2.1

SN2/Cl-Rearrangement
C-Cl Pd + CH3Cl 21.2c -21.6c 6.5c 27.7c

PdCl- + CH3Cl -22.8d -31.6d 9.4d -13.4d

-20.2e -29.8e 8.9e -11.3e

a Computed at BP86/TZ(2)P (see also Table 1). b No stable
product. c Concerted SN2/Cl-rearrangement. d Separate SN2 substitu-
tion. e Separate Cl-rearrangement.

Figure 7. Illustration of the Activation Strain model in case
of C-X bond activation by a transition metal system [M]. The
activation energy ∆Eq is decomposed into the activation strain
∆Eq

strain of and the stabilizing TS interaction ∆Eq
int between

the reactants in the transition state.

∆Eq ) ∆Eq
strain+ ∆Eq

int (10)
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The activation strain∆Eq
strain is the strain energy associated

with deforming the reactants from their equilibrium geometry
to the geometry they acquire in the activated complex (Figure
7). The TS interaction∆Eq

int is the actual interaction energy
between the deformed reactants in the transition state. In the
present study, one of the reactants is either the neutral,
uncoordinated Pd-d10 atom or the anionic model complex
PdCl- and the other reactant is one of the substrates H2, CH4,
C2H6, and CH3Cl.

The TS interaction∆Eq
int between the strained reactants

is further analyzed in the conceptual framework provided
by the Kohn-Sham molecular orbital (KS-MO) model.16 To
this end, it is further decomposed into three physically
meaningful terms (eq 11) using the extended transition state
(ETS) method22 developed by Ziegler and Rauk.

The term ∆Velst corresponds to the classical electrostatic
interaction between the unperturbed charge distributions of
the deformed reactants and is usually attractive. The Pauli
repulsion ∆EPauli comprises the destabilizing interactions
between occupied orbitals and is responsible for the steric
repulsion. The orbital interaction∆Eoi accounts for charge
transfer (interaction between occupied orbitals on one moiety
with unoccupied orbitals of the other, including the HOMO-
LUMO interactions) and polarization (empty-occupied orbital
mixing on one fragment due to the presence of another
fragment).

3.3. Analysis of the Reaction Barriers for Bond Activa-
tion. The results of the Activation Strain analysis are listed
in Table 4. Anion assistance, as mentioned above, lowers
the reaction barrier for all bonds and for both types of

mechanisms, i.e., direct oxidative insertion (OxIn) and the
SN2 pathway. The effect of anion assistance is major if we
consider the competition between the latter two pathways
for C-Cl bond activation, which shifts from OxIn (retention
of configuration at C in C-Cl) to SN2 pathway (inversion
of configuration). As will become clear below, a quite
straightforward and comprehensible physical mechanism
hides behind this effect. But first we focus on understanding
the somewhat more subtle mechanism of anion assistance
in case of direct oxidative insertion into H-H, C-H, C-C
and C-Cl bonds. Note that in the case of PdCl- + H-H,
the reverse barrier for oxidative insertion actually disappears
and that therefore no stable product or TS exist. To
nevertheless allow for a comparison with the situation of
the corresponding neutral reaction of Pd+ H-H and how
this is affected by anion assistance, we have analyzed a
fictitious TS for oxidative insertion of PdCl- + H-H. This
fictitious TS has been obtained by using the geometry of
corresponding TS1c for the insertion of uncoordinated Pd
into H2 and adding a Cl- ligand to Pd, keeping the PdH2

portion frozen and only optimizing the Pd-Cl distance of
theC2V symmetric species, yielding Pd-Cl ) 2.370 Å (see
Table 4).

Activation Strain Analysis of OxIn Pathways. The
activation energy∆Eq varies, not unexpectedly, from one
model reaction to another. Interestingly, the activation strain
∆Eq

strain fluctuates much less and, in fact, adopts values that
for each type of bond are in a characteristic range (see Table
4). The lowering of the activation barriers through anion
assistance is in most cases caused by the TS interaction∆Eq

int

becoming more stabilizing. This is so especially if the effects
become relatively large, as for H-H activation, whereas the

Table 4. Analysis of the Activation Energies for Pd and PdCl- Induced Activation of the Indicated Bonds of H2, CH4, C2H6

and CH3Cl through Direct Oxidative Insertion and, for C-Cl, Also SN2 Substitution in Terms of the Activation Strain Model

H2 (H-H) CH4 (C-H) C2H6 (C-H) C2H6 (C-C) CH3Cl (C-Cl) CH3Cl (C-Cl) via SN2

Pd PdCl-a Pd PdCl- Pd PdCl- Pd PdCl- Pd PdCl- Pd PdCl-

Energy Decomposition (in kcal/mol)

∆Eq -21.7 -35.3 -1.6 -11.1 -0.7 -10.3 12.6 9.1 -4.3 -10.3 24.5 -18.5

∆Eq
strain 55.6 56.1 53.5 49.7 54.7 58.1 39.4 36.3 8.8 9.6 87.7 91.8

∆Eq
int -77.3 -91.4 -55.1 -60.8 -55.4 -68.4 -26.8 -27.2 -13.1 -19.9 -63.2 -110.3

∆EPauli 208.7 176.3 211.1 169.4 209.8 184.1 192.6 180.7 112.3 89.3 112.5 162.2

∆Velst -183.7 -173.6 -170.4 -143.3 -171.9 -159.2 -139.5 -126.1 -76.7 -66.9 -74.2 -117.7

∆Eoi -102.3 -94.1 -95.8 -86.9 -93.3 -93.3 -79.9 -81.8 -48.7 -42.3 -101.4 -154.7

Fragment Orbital Overlap 〈Catalyst|Substrate〉b

〈HOMO|HOMO〉 0.256 0.126 0.260 0.153 0.306 0.206 0.158 0.063 0.180c 0.117 0.146d 0.275d

〈HOMO|LUMO〉 0.300 0.343 0.327 0.496 0.450 0.539 0.136 0.093 0.082 0.087 0.228 0.403

〈LUMO|HOMO〉 0.566 0.709 0.401 0.425 0.359 0.396 0.213 0.212 0.144c 0.229 0.174d 0.070d

Fragment Orbital Population (in Electrons)b

cat. LUMO 0.45 0.21 0.38 0.10 0.38 0.11 0.22 0.04 0.18 0.11 0.22 0.10

cat. HOMO 9.28 9.32 9.32 9.34 9.31 9.27 9.42 9.32 9.59 9.57 9.26 8.97

substr. LUMO 0.43 0.57 0.36 0.46 0.36 0.51 0.25 0.31 0.17 0.31 0.64 0.98

substr. HOMO 1.73 1.89 1.71 1.85 1.74 1.86 1.83 1.89 1.91c 1.90 1.78d 1.83d

a No stable product. Analysis based on fictitious TS structure corresponding to the TS structure for Pd + H2 frozen with Cl- added and an
optimized Pd-Cl distance of 2.370 Å. b For Pd, HOMO refers to the five degenerated 4d AOs and their combined overlaps or populations. For
PdCl-, HOMO refers to the 5σ, two 3π and two 1δ orbitals and their combined overlaps or populations. The Pd LUMO is the 5s, the PdCl-

LUMO is the 6σ (see also Scheme 1). c Values for substrate HOMO-1 instead of HOMO are given. In the TS for OxIn of Pd into the C-Cl bond
of CH3Cl, the lone pair on Cl in A′ symmetry that overlaps and interacts with the model catalyst’s HOMO or LUMO is the HOMO-1 not the
HOMO. d Values for substrate HOMO-2 instead of HOMO are given. In the TS for SN2/Cl-ra of Pd or PdCl- + CH3Cl, it is the substrate HOMO-
2, i.e., the bonding σCCl (not the HOMO) that overlaps and interacts most strongly with the model catalyst’s HOMO or LUMO.

∆Eq
int ) ∆Velst + ∆EPauli + ∆Eoi (11)
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situation becomes less clear-cut in case of marginal anion
assistance, as for C-C activation. For example, going from
Pd to PdCl-, the barrier of the H-H bond activation is
reduced from-21.7 kcal/mol to-35.3 kcal/mol (note that
the latter value refers to a fictitious TS, vide supra), the
activation strain remains in the same order, ca. 56 kcal/mol,
and the strength of the TS interaction increases from-77.3
kcal/mol to -91.4 kcal/mol. Overall, for H-H, C-H (in
methane and ethane) and C-Cl bond activation, anion
assistance lowers barriers by 6-14 kcal/mol, which stems
mainly from the strengthening of the TS interaction by 6-13
kcal/mol, whereas the activation strain changes only by 1-4
kcal/mol. Note that in the case of H-H, the energy of what
can be conceived as the range of the PES where the TS might
occur is stabilized more than the range of the PES where
the product might occur. As a result, anion assistance makes
the reverse barrier for insertion of PdCl- into the H-H bond
disappear and there is thus no longer a stable product. Anion
assistances has hardly any effect on C-C bond activation:
both the reduction of the barrier∆Eq (by 3.5 kcal/mol) and
the changes in its components∆Eq

strain and∆Eq
int (3.1 and

0.4 kcal/mol) are marginal compared to the situation for the
other bonds.The activation strain appears to be related to
the bond strength of the activated bond and with the
percentage-wise extent of bond stretching in the transition
state. Typical strengths and lengths of the bonds under
investigation are as follows: 104 (H-H), 99 (C-H), 83 (C-
C) and 78 kcal/mol (C-Cl), and∼0.7 (H-H), ∼1.1 (C-
H), ∼1.5 (C-C) and∼1.8 Å (C-Cl).23 Furthermore, we
recall that the percentage-wise extent of bond stretching in
the TS for oxidative insertion is 85% (H-H), 44-51% (C-
H), 24-26% (C-C) and 9-13% (C-Cl, see Table 2). Thus,
both the bond strength and the percentage-wise bond

elongation in the TS decrease in the order H-H > C-H >
C-C > C-Cl. This correlates well with the activation strain,
which decreases in approximately the same order, namely,
along H-H ≈ C-H (50-58 kcal/mol)> C-C (36-39 kcal/
mol) > C-Cl (∼9 kcal/mol, see Table 4).24

Note that anion assistance causes reduction in activation
strain (Table 4) and a contraction of the activated bond in
the TS (Table 2) in case of methane C-H and ethane C-C
bond activation. One might at first expect the opposite,
namely, that the stronger catalyst-substrate interaction in case
of PdCl- causes the palladium atom to be further inserted
into the activated bond in the TS. An understanding of these
(and other) more subtle variations in activation strain∆Eq

strain

requires that we take into account that the precise location
of the TS (and thus the values of∆Eq

strain and∆Eq
int) is the

result of achieving, along the reaction coordinateú, a (labile)
balance between reactants strain∆Estrain(ú) and catalyst-
substrate interaction∆Eint(ú). While such detailed analyses
are beyond the scope of the present work, we wish to report
here preliminary results that provide a simple way of
understanding the above-mentioned reduction in∆Eq

strainand
contraction of activated bonds in the TS, caused by anion
assistance. Figure 8 shows a schematic representation of a
typical reaction profile. First, we examine the energy profile
(∆E) for the Pd-induced reaction, which is decomposed into
the strain energy∆Estrain(ú) of the reactants plus their mutual
interaction energy∆Eint(ú). Along the reaction coordinate
ú, ∆Estrain(ú) increases because the C-X bond of the substrate
is stretched, while the Pd-substrate interaction∆Eint(ú)
becomes more stabilizing due to the decreasing HOMO-
LUMO gap of the deformed substrate. The net result is the
reaction profile of∆E with the transition state indicated by
a bullet (thin lines in Figure 8). Note that the reaction
coordinate can be represented as the extent of stretching of
the H-H or C-X bond. Next, we switch on anion assistance.
This has not much effect on the∆Estrain(ú) curve, which
closely resembles the C-X bond dissociation profile in both
the Pd and PdCl- induced reactions. The catalyst-substrate
interaction, on the other hand, is substantially stabilized due
to anion assistance and this strengthening becomes larger as
the reaction proceeds (see bold lines in Figure 8). This is so
simply because the inherent strength of the Pd-substrate
interaction also increases along this direction (vide supra).
Thus, the∆Eint(ú) curve is stabilized and it becomes steeper.
Therefore, also the energy (∆E) profile and, thus, all
stationary points of the PdCl- induced reaction are stabilized
and, because of the steeper descent of∆Eint(ú), the maximum
shifts to the left, i.e., the TS becomes more reactant-like.
This implies that the activated bond is less stretched and the
activation strain somewhat reduced, compared to the corre-
sponding Pd-induced reaction. Note that the observed
behavior, i.e., the shift of the TS geometry toward the educt
side in case of a more exothermic reaction, is reminiscent
of the Hammond postulate25 and that the origin and working
of this postulate emerges naturally in terms of the Activation
strain model as being the result of the interplay between the
strain ∆Estrain(ú), which remains constant, and interaction
∆Eint(ú), which increases here as we go from Pd to PdCl-.
We plan to extend this type of analyses also to the ethane

Figure 8. Schematic representation of typical reaction profiles
provided by the energy ∆E of the reaction system for direct
oxidative insertion of Pd (thin lines) and PdCl- (bold lines)
into an H-H or C-X bond, and its decomposition into the
strain energy ∆Estrain of and interaction energy ∆Eint between
substrate and catalyst. Note that anion assistance stabilizes
the TS (bullet) and shifts it back along the reaction coordinate
ú (the extent of H-H or C-X bond stretching) toward the
reactant side at the left.
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C-H and the C-Cl bond which show another, yet un-
explained behavior.

Whereas the activation strain∆Eq
strainappears to correlate

well with the strength and length of the activated bond,24

there is no such straightforward relationship at all for the
activation barrier∆Eq which shows a more complex behav-
ior. This is so, of course, because∆Eq arises as the sum of
∆Eq

strainand∆Eq
int, and it mirrors the interplay of the trends,

often mutually counteracting, inbothof these two quantities.
The TS interaction∆Eq

int becomes less stabilizing in the order
H-H > C-H > C-C > C-Cl. We have shown previously12a

for the Pd-induced reactions and find here again for the
PdCl--induced reactions that this trend is to an important
extent determined by the donor-acceptor orbital interactions
between occupied Pd 4d AOs and the emptyσ*C-X (or
σ*H-H) acceptor orbital associated with the bond to be
activated in the substrate (see Table 4). The orbital interac-
tions decrease along H-H, C-H and C-C because theσ*
acceptor orbital of the substrate in the TS goes up in energy
leading to a larger HOMO-LUMO gap with the Pd 4d AOs.
They further decrease from C-C to C-Cl because of a
relatively small Pd 4d-CH3Cl σ*C-Cl overlap. This trend is
reinforced by the electrostatic attraction∆Velst, which also
decreases along H-H, C-H, C-C and C-Cl as the Pd-
substrate distance increases along this series (see Table 4
and Figures 1-5), and by the donor-acceptor orbital
interactions between substrate HOMO and catalyst LUMO,
which is however less important, in particular for the
negatively charged and thus poorly electron-accepting PdCl-

(see, e.g., the much smaller population of the PdCl- versus
the Pd LUMO in Table 4).

Here, we address the questionwhyanion assistance leads
to an increased, more stabilizing TS interaction∆Eq

int. Our
Kohn-Sham orbital analyses show that the bonding frontier-
orbital interactions are provided by the following: (i) back-
donation from the occupied metal 4d (or metal-ligand 4d
hybrid) orbitals to the unoccupied C-X (or H-H) σ*
antibonding orbital of the substrate and (ii) donation from
the occupied C-X (or H-H) σ bonding orbital of the
substrate to the unoccupied metal 5s (or metal-ligand 5s
hybrid) orbital (see also ref 12a). In addition, there is an
important Pauli-repulsive (i.e., occupied-occupied) interaction
between the metal 4d (or metal-ligand 4d hybrid) orbitals
and the C-X (or H-H) σ bonding orbital. In the case of
C-Cl, the most important occupied-occupied repulsion is
that with the lone-pair on chlorine pointing toward the metal;
this lone-pair orbital is the HOMO of chloromethane (see
also ref 12a). The effect of anion assistance can now be
understood in terms of how these bonding and repulsive
orbital interactions are affected as the Cl- ligand coordinates
to the metal. The main effect of this coordination is that the
palladium 4d orbitals are pushed up in energy and split into
4dπ, 4dσ and 4dδ (this splitting is however marginal, i.e., ca.
0.1 eV), as shown in Scheme 1.

Also the shape of the 4d AOs changes: they are Pd-Cl
antibonding combinations with a small bonding admixture
of Pd 5p; this is illustrated in Scheme 1 for the Pd 4dxz and
PdCl- “4dπ” orbitals. These changes in the catalyst’s
electronic structure reduce the metal “4d”-substrate σ*

orbital-energy gap, whereas they increase the substrateσ (or
Cl lone pair)-metal “5s” orbital energy gap (as illustrated in
Scheme 2), which causes two counteracting effects: back-
donation is reinforced and donation is weakened.

Thus, overall, only moderate changes in the bonding orbital
interactions are expected. The Pauli repulsive orbital inter-
actions, on the other hand, are expected to become less
repulsive in the case of anion assistance as the HOMO-
HOMO energy gap between metal “4d” and substrateσ (or,
for CH3Cl, LPCl) increases and, as shown in Table 4, the
corresponding overlap decreases. The quantitative decom-
position of the TS interactions∆Eq

int indeed confirms these
qualitative expectations (see Table 4). It shows that the
increased stabilization of∆Eq

int in the case of PdCl- stems
primarily from a reduction in Pauli repulsion∆EPauli (by -12
to -42 kcal/mol), whereas the bonding orbital interactions
∆Eoi change much less (by-2 to 9 kcal/mol) and the
electrostatic attraction∆Velst becomes somewhat less stabiliz-
ing (by 10 to 27 kcal/mol).

OxIn versus SN2 Pathways to C-X Bond Activation.
Finally, we aim at a simple, physical understanding ofwhy
anion assistance causes a switch of mechanistic pathway for
C-Cl bond activation from direct oxidative insertion (bar-
riers for Pd:-6.0 kcal/mol for OxIn versus 21.2 kcal/mol
for SN2) to SN2 substitution (barriers for PdCl-: -11.2 kcal/

Scheme 1. Cl- Ligand Pushes up and Splits Pd 4d
Orbitals

Scheme 2. Frontier Orbitals of Pd, PdCl- and H3C-X
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mol for OxIn versus-20.2 kcal/mol for SN2) and, thus, from
retention of configuration at the carbon atom to inversion
of this configuration (see Table 1 and Section 3.1). Again,
it appears from the activation strain analysis that the
activation strain∆Eq

strain is relatively constant and, thus, a
characteristic for a particular mechanism: it is low (8.8 kcal/
mol for Pd and 9.6 kcal/mol for PdCl-; see Table 4) for the
OxIn pathway in which the C-Cl bond is only slightly
elongated, and it is high (87.7 kcal/mol for Pd and 91.8 kcal/
mol for PdCl-; see Table 4) for the SN2 pathway in which
chloromethane must undergo a major deformation as the Cl-

leaving group migrates around CH3 toward the palladium
atom. It is the TS interaction∆Eq

int that is responsible for
both the fact that the barriers for both pathways decrease
through anion assistance and the fact that this decrease is
much stronger for the SN2 pathway which, therefore,
becomes the preferred mechanism. This is illustrated in
Figure 9, which shows the potential energy surfaces (PES)
of the OxIn and SN2 pathways for C-Cl activation by Pd
and PdCl-.21

Now, a simple picture emerges of how anion assistance
works and how we can rationally design a catalyst’s
selectivity for, in this example, the stereochemical course
of C-X bond activation. The two pathways for this process
are associated with very different geometrical reorganizations
of the substrate and, thus, pronouncedly different and
characteristic values for the activation strain: the latter is
high for the SN2 pathway and low for direct insertion. The
strong distortions that are responsible for the high activation
strain for SN2 also cause the TS interaction for this pathway
to be more stabilizing than for OxIn. This is because going
from the overall transition state for OxIn to that for the SN2

pathway, the C-Cl antibondingσ* acceptor orbital drops
by ca. 4.6 eV in energy (not shown in Table 4) as the C-Cl
bond is more elongated and, thus, becomes a better partner
in the HOMO-LUMO interaction with the HOMO of a
given catalyst. If this catalyst is one that interacts relatively
weakly with the substrate, such as the uncoordinated Pd atom,
the TS interaction cannot reverse the trend in activation
strains and, as a result, direct oxidative insertion (OxIn) with
its low activation strain remains the preferred mechanism,
leading to C*-Cl bond activation with retention of config-
uration at C*. However, if we make the catalyst a sufficiently
good electron donor, e.g., by pushing up the energy of the
4d orbitals with a Cl- ligand, as in our model catalyst PdCl-,
the TS interaction can become strong enough to take over
the role of trend setter, that is, toreVersethe trend and make
SN2 substitution, despite its high activation strain, the
dominant pathway, leading to C*-Cl bond activation with
inversion of configuration at C*.

4. Conclusions
Anion assistance, i.e., coordination of a Cl- ligand to the
metal atom, lowers the activation barriers of the Pd(0)-
catalyzed activation of prototypical C-H, C-C and C-Cl
bonds. Activation enthalpies∆Hq

298 for oxidative insertion
(OxIn) of PdCl- into the various types of bonds (computed
at ZORA-BP86/TZ(2)P) are lower than the corresponding
ones for Pd, but they increase essentially in the same order,
namely, along C-H ≈ C-Cl < C-C.

The effect of anion assistance is selective: it favors the
highly endothermic SN2 mechanism over direct oxidative
insertion (OxIn). Interestingly, in the case of C*-Cl bond
activation in CH3Cl, this leads to a shift in mechanism and
stereochemistry, namely, from the OxIn pathway that goes
with retention of configuration at C* to the SN2 pathway
that goes with inversion of configuration at C*. This is of
practical relevance for substrates in which C* is asymmetric
(which is obviously not the case in our simple model system).

To obtain a physical understanding of how anion assistance
works, we have analyzed the various model reactions using
the Activation Strain model in which the activation energy
∆Eq is decomposed into the activation strain∆Eq

strain of and
the stabilizing transition state (TS) interaction∆Eq

int between
the reactants in the activated complex:∆Eq ) ∆Eq

strain +
∆Eq

int. Interestingly, the activation strain∆Eq
strain adopts

characteristic values for a particular type of bond and reaction
mechanism, e.g., low for C-Cl activation through OxIn and
high for C-Cl activation through SN2. The lowering of
activation barriers upon anion assistance is primarily caused
by a stronger, more stabilizing TS interaction∆Eq

int. This
increase in∆Eq

int can be ascribed to the raise in Pd-4d derived
orbitals in PdCl- which translates, among others, into more
stabilizing donor-acceptor orbital interactions between the
metal and the substrate.

The case of C-Cl bond activation exemplifies how a
catalyst’s selectivity regarding retention or inversion of
configuration of the carbon atom in the activated bond can
be tuned by simply increasing or decreasing the TS inter-
action. Eventually, we wish to apply this approach to
rationally tuning, through a clever choice of ligands, a

Figure 9. Fragment-oriented Design of a Catalyst (FDC) for
stereoselective C-Cl bond activation based on the Activation
Strain model: reaction profiles and Activation Strain analyses
(∆Eq

strain: arrows up, ∆Eq
int: arrows down) for oxidative

addition of Pd or PdCl- to the H3C-Cl bond through oxidative
insertion (OxIn, dashed lines) and SN2 substitution pathways
(straight lines).
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catalyst’s selectivity for a particular bond in a substrate, e.g.,
C-H versus C-C.
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Abstract: A theoretical analysis of the equilibrium geometry and thermal behavior of the ternary

Li13Na30Cs12 alkali nanoalloy is presented. The calculations are based on the orbital-free approach

to density functional theory and the classical Newtonian equations to deal with the electronic

and atomic subsystems, respectively. An onion-like polyicosahedral structure is found to have

the lowest energy, with a core shell formed by Li atoms and an external (incomplete) surface

shell formed by Cs atoms, the remaining Na atoms forming an intermediate shell. In a narrow

range of 10 meV/atom above the ground-state energy, we identify several other isomers, with

varying compositional and structural disorder, but all of them based on a polyicosahedral growing

pattern. The most important result extracted from an analysis of thermal properties is that diffusion

of Cs atoms at the surface starts at ≈140 K, which is 50 K above typical surface melting

temperatures of homogeneous Cs clusters. Thus we conclude that alloying may be useful in

enlarging the thermodynamic stability of solid surfaces of clusters beyond its homogeneous

limit. As the chemical reactivity of a cluster is known to be highly structure dependent, this

observation may be especially relevant to heterogeneous catalysis and related applications.

We also analyze the dynamical melting behavior of one of the higher-energy isomers and

compare it to that of the ground-state structure.

I. Introduction
Metal nanoparticles have been known for some time to
exhibit enhanced catalytic activity as compared to the bulk
phase1 as well as other chemical and physical “anomalies”.
By analogy with the bulk situation, it may be expected that
the properties of nanoalloys will strongly depend on the
segregation/mixing tendencies and geometric structure.

Heterogeneous clusters show a much richer structure in
their isomer energy spectra than homogeneous clusters.
Following López et al.2 and Jellinek et al.3 we will
indistinctly use the terms permutational isomer and homotop
to designate the isomers obtained from a given topological
structure by a permutation of atomic sites. In a homogeneous
cluster, such a permutation does not lead to a new isomer.
In a nanoalloy, on the contrary, those permutations involving
exchanges between atoms of different species will result in

a different isomer. Similar to what is found in bulk alloys,
the local structure is not exactly the same for different
homotops, due to structural relaxations induced by differ-
ences in size, bonding, etc., of the atomic species involved.
In the case of ternary nanoalloys, the number of homotops
increases with the number of atomsN as 3N. The different
atomic volumes, bond strengths and surface tensions of the
species involved will conjointly determine the structure of
the lowest-energy isomer and its thermal properties for each
composition.4-6

Most of the theoretical work on heterogeneous metal
clusters has been devoted to structural properties. Lo´pez et
al.7 studied the segregation properties of Na-Cs and Na-
Li nanoalloys of several compositions through static calcula-
tions. Similar studies were carried out by Bol et al.8 on binary
Na-K and ternary Na-K-Cs clusters. Ab initio calcula-
tions, like those of Deshpande et al.9 on Na-Li, Joshi and
Kanhere10 on Li-Sn and Chacko et al.11 on Al-Li clusters,
are restricted to small sizes, while consideration of structural
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preferences in larger bimetallic clusters is usually performed
by modeling with phenomenological potentials.12,13There are
also a few molecular dynamics (MD) simulations on
bimetallic clusters which consider their freezing14 and
melting2,10,15,16transitions and the influence of temperature
on segregation.17 Very recently, Aguado et al.4-6 have
performed MD simulations of melting in the impurity-doped
alkali clusters A1Na54, with A)Li, K, Rb and Cs, and in the
binary nanoalloys Na43Cs12, Li13Na42 and Na13Cs42. In this
paper, we report the results of extensive MD simulations of
the melting-like transition in the ternary Li13Na30Cs12 nanoal-
loy. Although clusters composed only of alkali elements are
not especially interesting for specific applications, homoge-
neous alkali clusters have been thoroughly studied in the past
because they are simple metallic systems amenable to both
experimentation and computer modeling. They have repre-
sented an ideal test-bed for the development of theoretical
and experimental methods in cluster physics, and consider-
ation of their properties has helped to clarify very interesting
issues such as the evolution of structural, dynamic (thermal)
and electronic properties from the atomic to the bulk limit
or the discovery of so-called magic numbers. Alkali clusters
are thus very important from a fundamental point of view.
While it is true that studies on binary and ternary alkali
nanoalloys are still scarce, they are expected to play a similar
role, contributing to the general understanding of cluster
properties specific to multicomponent systems, which could
be qualitatively shared by more complex metallic nanoalloys.
It is within this wider perspective that consideration of the
thermal properties of Li13Na30Cs12 is pertinent. We will show
that the ground-state structure of Li13Na30Cs12, as those of
Li 13Na42 and Na13Cs42,6 is based on core-shell polyicosa-
hedral growing. The different atomic species are distributed
in onion-like radial shells, whose radii increase with decreas-
ing surface tension. Contrary to what we found in Li13Na42

and Na13Cs42, however, the surface of Li13Na30Cs12 remains
solid up to temperatures which are significantly higher than
typical surface melting temperatures of homogeneous Cs
clusters.18 We thus point out the possibility of enlarging the
thermal stability range of solid surfaces of clusters by
alloying, an observation relevant to applied fields such as
heterogeneous catalysis.

The rest of the paper is structured as follows: section II
presents a brief summary of our theoretical method, a full
account of which can be found in our recent publications.5

Section III describes our (necessarily approximate) strategy
to locate minimum-energy isomers and an extensive analysis
of the MD simulations of cluster melting. Finally, section
IV offers some concluding remarks.

II. Theory
For a given spatial configuration of atoms, we evaluate the
energy of the cluster and the force acting on each atom by
employing density functional theory (DFT) in its Hohen-
berg-Kohn (HK)19 representation where the valence electron
density stands as the basic variable, thus avoiding employ-
ment of auxiliary one-particle orbitals as in its Kohn-Sham
(KS)20 representation. The details of our implementation of
this so-called orbital-free DFT scheme have been described

in previous work,4,5,21-23 so we just present briefly the main
technical issues. The electronic kinetic energy functional of
the electron density is approximated by the gradient expan-
sionaroundthehomogeneouslimit throughsecondorder.19,24-26

This means that we keep the local Thomas-Fermi term and
the lowest order density gradient correction. The local density
approximation is used for exchange and correlation.27,28The
ionic field acting on the electrons is represented by the local
pseudopotential of Fiolhais et al.29 We have shown in recent
publications,4,5 by explicit comparison of HK- and KS-DFT
calculations, that the orbital-free level of theory is adequate
to study alkali clusters. This conclusion may not apply to
more complex metallic elements, for which an extension
either of the electronic kinetic energy functional or the local
pseudopotential might be needed.

The cluster under study is placed in a unit cell of a cubic
superlattice with edge 62 au and the set of plane waves
periodic in that superlattice, up to an energy cutoff of 20
Ryd, is used as a basis set to expand the valence electron
density. Following Car and Parrinello,30 the coefficients of
that expansion are regarded as generalized coordinates of a
set of fictitious classical particles, and the corresponding
Lagrange equations of motion for the electron density
distribution are solved in order to determine the optimal
electron density for each atomic configuration, as described
in ref 5. Forces on atoms are then evaluated by using
Hellmann-Feynman’s theorem. Thus the dynamics of ions
is not Car-Parrinello but Born-Oppenheimer. Fourier trans-
forms are calculated on a 144× 144 × 144 mesh. The
equations of motion are integrated using the Verlet algo-
rithm31 for both electrons and ions, with time steps of 1×
10-4 atu and 3× 10-3 atu for the electronic and ionic
motions, respectively. These choices resulted in a conserva-
tion of the total energy better than 0.1%. Several MD runs
at different constant energies were performed in order to
obtain the caloric curve for each cluster. Previous to each
constant-energy run, isokinetic thermalization runs were
performed to fix the average value of the temperature. The
total simulation time was at least 100 ps for each run at
constant energy, but for those energies close to the melting-
like transition, some runs longer than 200 ps were performed.
The total simulated time for each isomer was close to 2 ns.

The theoretical indicators employed to locate the melting-
like transition are as follows: (a) the caloric and specific
heat curves as a function of the internal cluster temperature,
which is defined through the equipartition theorem for the
ionic kinetic energy; (b) the root-mean-squared bond-length
fluctuation parameterδ; (c) the diffusion coefficient, obtained
from the long time behavior of the mean square displace-
ment; (d) short-time averages of the “atomic equivalence
indexes”32

whereRBi(t) gives the position of atomi. These indexes take
different values for geometrically inequivalent atoms, and
thus are very useful indicators of isomerization and/or

σi(t) ) ∑
j

|RBi(t) - RBj(t)| (1)
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melting transitions; (e) the microcanonical average of the
atomic distribution function, defined by

wheredNat(r) is the number of atoms at distances from the
center of mass betweenr andr + dr. By including just the
number of atoms of a given species in the previous
expression, we may obtain the partial contributions of each
atomic type to the totalg(r). Explicit expressions for the rest
of indicators can be found in previous publications.4,5,21-23

III. Results
A. Lowest Energy Isomers.We have not tried to extensively
sample the energy landscape of Li13Na30Cs12 by using global
optimization techniques such as genetic12,33 or basin hop-
ping34 algorithms, as this is a prohibitive task for the energy
model we are employing. Instead, we have adopted an
approximate sampling scheme, based on dynamical simulated
annealing runs and the direct generation of physically
motivated structures. This procedure will lead to isomers
which are at least reasonably close to the real ground-state
structure. Specifically, simulated annealing runs were per-
formed starting from a liquid cluster equilibrated at 200 K,
at a cooling rate of 0.2 K/ps, which means a simulation length
of 1 ns takes the cluster to 0 K. In practice, we rather stopped
the annealing simulation at 5 K and then performed a
conjugate gradients optimization of the resulting structure.
We also considered isomers constructed by hand with
icosahedral, decahedral and cuboctahedral symmetries, which
are between the expected topological structures for metal
clusters. For each of these isomers, we additionally performed
a mild annealing simulation, by heating the cluster to
approximately 100 K (in any case, a temperature lower than
the melting point) and cooling it down at a rate of 0.4 K/ps.
In many cases, this has the effect of locating an isomer of
the same symmetry as the original one but with a slightly
lower energy.

In the construction of isomers with icosahedral, decahedral
and cuboctahedral structures, we took advantage of the
knowledge gathered in our previous work on binary Li-Na
and Na-Cs clusters.6 There we found that segregation to
the cluster surface of the atomic species with lower surface
tension (and, in the case of alkalis, larger atomic radius) was
always favored. Thus, we start from an inner core with 13
Li atoms and study what is the best way of adding Na atoms
to its surface and then Cs atoms to the resulting structure.
Figure 1 shows some of the minimum energy isomers found
through this manual procedure as well as from unbiased
simulated annealing runs. The isomers obtained from simu-
lated annealing show reduced structural order but competitive
energies, and all low-energy isomers are based on poly-
icosahedral (or anti-Mackay) growing (even though this is
less obvious by visual inspection for isomers (c) and (e),
for reasons explained below).

In the ground-state isomer as well as in isomers (b) and
(d) twenty Na atoms sit on the faces of the Li13 icosahedral
core and ten Na atoms on top of vertex sites of Li13. The
differences between these three isomers (and also some
higher-energy isomers not explicitly shown) are mostly the

allocation of the remaining Cs atoms. In the GS isomer, two
of them complete the anti-Mackay 32-atom shell by sitting
on top of the uncapped vertex sites of Li13, while the others
form a single umbrella on top of the Li13Na30Cs2 structure.
The lonely Cs atom in the GS isomer moves close to the
rest of Cs atoms in isomer (b), so that one of the vertex
sites of Li13 remains uncapped. In isomer (d), this vertex
site is capped by a Na atom, and one of the Cs atoms sits on
top of a face position of Li13. Isomers (c) and (e) are
representative of the kind of isomers found from simulated
annealing runs. Isomer (c) contains an icosahedral Li12Na
core, which shows that slight mixing of Li and Na species
has not a big energy penalty. The core shell of isomer (e) is
a Li9Na4 icosahedron. Due to the larger number of Na atoms
in the inner shell, the second shell is formed by a mixture
of Li, Na, and also Cs atoms. There are also some Na atoms
in the most external surface shell, so mixing is much more
pronounced in this isomer. Growing is still strictly poly-
icosahedral, so that, apart from the outermost surface shell,
all isomers in Figure 1 are just homotops of the same inherent
structure. The reason that isomers (c) and (e) are more
structurally disordered is just the local distortions appearing
due to the different atomic species. In fact, we did not find
any isomer with a type of growing other than anti-Mackay
in any of the simulated annealing runs, which demonstrates
that this is really the preferred structural motif when different
shells are preferentially formed by alkalis of different size.
However, the simulated annealing runs, at least at the cooling
rates employed here, are not able to find the optimal
compositional order.

Figure 1. Lowest energy structure (GS) and low-lying isomers
of Li13Na30Cs12. Side and top views are offered for isomers
GS, (b) and (d), which show a higher structural order, while a
single view is offered of isomers (c) and (e), which are
representative of the results of simulated annealing runs.
Small light balls represent Li atoms, medium-size dark balls
represent Na atoms, and large white balls represent Cs atoms.
The energy differences with respect to the ground-state isomer
(GS), in meV/atom, are 0.49 (b), 2.22 (c), 2.34 (d) and 6.7
(e).

dNat(r) ) g(r)dr (2)
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Polyicosahedral structures in binary metal clusters have
been independently identified by Rossi et al.13 for the case
of noble metals and by Aguado and Lo´pez6 for the case of
alkali metals. In homogeneous clusters, this growing pattern
accumulates a very large strain in the inner 13-atom
icosahedron and thus is not usually observed. In a binary
AB nanoalloy, on the contrary, the atomic species with the
shortest equilibrium interatomic distance and/or higher
surface tension (A) may form the inner A13 icosahedral core
with little or no accumulated strain. At the same time, A-B
interatomic distances and packing of B-atoms can both be
optimized by anti-Mackay growing because only 20 faces
(as opposed to 30 edges) need to be capped. As Rossi et al.
point out, particularly stable polyicosahedral structures are
expected whenever the differences in surface energies and
atomic sizes of the species involved are sufficiently large.
In this work, we have shown this to be generalizable to the
case of ternary Li-Na-Cs nanoalloys. However, there is
an important difference between Li13Na30Cs12 and the binary
clusters considered in ref 6: as an anti-Mackay overlayer is
completed at composition A13B32, the 10 Cs atoms forming
the outermost shell in Na13Cs42 sit on top of an inner Cs
shell, and these external Cs atoms do not strictly conform
to polyicosahedral order. In Li13Na30Cs12, each shell is mostly
formed by a different type of atom, which enforces strict
polyicosahedral order. We will see that the higher structural
order confers the cluster with enhanced thermal stability.

To close this section, we would like to emphasize that
the energetic ordering of the isomers presented here is
preserved by orbital-based KS-DFT calculations performed
with the SIESTA code,35 under the same approximation for
exchange-correlation effects and with core electrons substi-
tuted by norm-conserving pseudopotentials36 in their fully
nonlocal form.37 This is a general result that we have found
in all our previous studies on alkali clusters, which shows
that the energy landscape generated by the orbital-free
technique is realistic for these materials. Binding energies,

measuring the energy required to dissociate the cluster into
infinitely separated atoms, are usually much less accurate
than energy differences between isomers,21 because the
present orbital-free technique is not well suited to the
description of an isolated atom. This means that the evapora-
tion limit cannot be properly described by our method, but
the solid-to-liquid transition of clusters of these sizes can
be safely addressed. Average interatomic distances are of
the order of 1-2% longer than corresponding ab initio
values, so melting points may be somewhat underestimated
compared to Kohn-Sham results. We are presently consid-
ering the possibility that an adaptation of the local pseudo-
potentials (generated in a bulk environment) to a cluster
environment may help to solve this problem, providing
results in even better agreement with KS calculations. Finally,
the ground-state structure shown in Figure 1 is stable against
mild annealing from a temperature of 100 K, and no isomers
with significantly lower energy were found in the heating
runs reported in the next sections. Thus, the structure
proposed is really a good candidate for the minimum energy
structure.

B. Melting-like Transition. In this section, we analyze
by constant-energy MD simulations the melting process for
two Li13Na30Cs12 isomers, namely the ground state and
isomer (e). As it is well-known, the melting transition may
be intrinsically isomer-dependent in these simulations if
several basins in the energy landscape are separated by high
energy barriers. We thus explicitly consider the melting
transition of isomer (e) in order to have an estimate for the
effect of compositional and structural order on melting
properties.

Figure 2 shows the caloric curve as well as the temperature
evolution of the specific heat, rms bond length fluctuation
and diffusion constants. The most noteworthy result from
this figure is that the caloric and specific heat curves of both
isomers are very different, even though the location of the
melting point itself, given the difficulty of obtaining con-

Figure 2. Caloric and specific heat curves (left side) and rms bond length fluctuation and diffusion constants (right side) of
Li13Na30Cs12, taking the average internal cluster temperature as the independent variable. The diffusion coefficients are shown
just for the ground-state isomer, while the rest of indicators are also shown for the isomer (e) in Figure 1. The caloric curve for
this last isomer has been vertically displaced for clarity.
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verged statistical averages in the transition region, is about
the same in both cases. It is important to remark here that in
a fully ergodic simulation all isomers compatible with a given
constant energyE are visited, and thus the differences in
specific heat curves can only reflect the nonergodicity of
MD simulations. Put in different terms, the averages shown
in Figure 2 are not strictly thermodynamic. Nevertheless,
what is really important is to understand which situation (if
any) is realized in a given experimental determination of
melting properties. In the calorimetric experiments of Hab-
erland’s group, for example,38 mass-selected clusters are first
thermalized by direct contact with a macroscopic heat bath
and then transferred to a high-vacuum region, where each
cluster evolves at constant energy. The lower the temperature
of the heat bath, the narrower the energy distribution of
isomers obtained in the thermalization step, and thus the
obtained caloric curve is expected to approach that calculated
from constant-energy MD simulations of melting of the GS
isomer alone. On the contrary, higher initial temperatures
will lead to experimental caloric curves which should be
compared to some weighted average of those obtained from
constant-energy MD simulations of melting of several
isomers.

All indicators in Figure 2 predict that Li13Na30Cs12 melts
at an approximate temperatureTm of 140 K. The main
difference between both isomers is that the GS isomer is
much more resistant to premelting (isomerization) effects,
as evidenced by the different values of the specific heat at
low temperatures. To better understand the origin of the
differences, Figures 3 and 4 show partial contributions to
the radial atomic density distributions of each isomer, and
Figures 5 and 6 short-time averages of the atomic equivalence

indexes, for several average temperatures. Regarding the GS
isomer, the partial contributions tog(r) hardly overlap up to
the melting point. AtT)150 K (slightly aboveTm), we
observe the first interchange between Li and Na atoms, which
means that the basin of isomer (c) starts to be visited. At a
higher temperature of 170 K, Li-Na mixing is enhanced,
and some overlap of Na and Cs contributions is also
appreciated at the surface. In this region, isomers similar to
(e) are routinely visited. Figure 4 shows that the cooling rate
computationally affordable in the simulated annealing runs
is still too fast to find the correct distribution of atoms within
the polyicosahedral shells. In fact, as far as the partial
contributions tog(r) are concerned, the structure of isomer
(e) is very similar to an average liquid structure. Thus, the
distribution of atoms in shells does not appreciably change
upon heating. Figures 5a and 6 show that radial structural
order is much higher in the GS structure, as the severalσ
lines are separated by well defined gaps, while just a loose
differentiation between core and surface shells is apparent
for isomer (e). Nevertheless, both isomers have approxi-
mately the same volume, despite the strong local relaxations
in isomer (e). As stated in the previous section, this important
difference in the atomic equivalence indexes is just driven
by local structural relaxations, as both isomers are homotops
of the same topological isomer. Figure 5b shows that at a
temperature as high as 130 K, the GS isomer is still a hot
solid, while structural isomerizations are observed in isomer
(e) even at 50 K (Figure 6), implying that we are in a region
of configurational space with a high density of isomeric
states, which are separated by sufficiently low barriers (this
is a feature typical of the energy landscapes of amorphouslike
materials). Figure 4 shows that these low-T isomerizations
try to drive the cluster structure toward that of the GS
isomer: for example, Na-Cs mixing is reduced upon heating
to 90 K, and the same is true of Li-Na mixing at 110 K
(note the heights of the severalg(r) peaks). This observation
suggests that a much slower cooling rate in simulated
annealing runs would result in better approximations to the
GS structure, as expected. For the GS isomer, the liquid
structure is not yet well developed even at 150 K (Figure
5c). For example, the innermost Li-atom stays vibrating about
its equilibrium position for the whole simulation, which is
close to 200 ps long. The cluster is clearly liquidlike at 170

Figure 3. Partial contribution of each atomic species to the
time averaged radial atomic density distribution of the ground-
state isomer of Li13Na30Cs12, at some representative temper-
atures. The g(r) distributions are calculated with respect to
the innermost Li of the 13-atom icosahedral core for both
isomers. Due to the nonspherical shape of the cluster,
employing the center of mass (as was done in our previous
publications) does not permit to distinguish the atomic shell
structure. At T ) 170 K (lower-right panel), that innermost Li
atom also interchanges its position with other Li atoms. In this
case, the g(r) at each time step was evaluated with respect
to that Li atom which instantaneously occupies the innermost
position.

Figure 4. Same as Figure 3, but for isomer (e) in Figure 1.
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K, however (Figure 5d), in correspondence with the steplike
increase in diffusion appreciated in Figure 2.

IV. Summary and Discussion

In this paper, orbital-free DFT molecular dynamics simula-
tions have been employed in order to analyze the structure
and melting mechanism in a ternary alkali nanoalloy, namely
Li13Na30Cs12. The orbital-free DFT method is chosen because

it provides a good compromise between statistical accuracy
and realistic interatomic forces.

The lowest-energy structure is dictated by the relief of core
strain and the tendency of surface bonds to contract. When
the atomic species have significantly different sizes and
surface energies, these “rules” lead to polyicosahedral clusters
(with segregation of the lower surface energy component to
the cluster surface) in a natural way. No significant strain is
accumulated in the core shell of these structures as the
smaller size species has a shorter equilibrium bond distance.
At the same time, optimal distances for the surface bonds
may be obtained by growing of the large size species on the
faces of the inner icosahedron (growing on edge sites would
result in surface bonds which are too short). Anti-Mackay
growing is so energetically favorable that none of the
simulated annealing runs has found even one isomer with a
different symmetry. Simulated annealing is nevertheless not
able to find the correct compositional order for computa-
tionally affordable cooling rates.

The most important finding is that the melting transition
in the GS isomer of Li13Na30Cs12 is located at a temperature
which is approximately 50 K higher than typical surface
melting temperatures of pure Cs clusters obtained with the
same method.18 On the contrary, premelting effects are
noticeable for Li13Na42 and Na13Cs42 at considerably lower
temperatures as compared to homogeneous Na and Cs

Figure 5. Time evolution of atomic equivalence indexes of the ground-state isomer of Li13Na30Cs12, averaged over time intervals
of 1000 steps, at four representative temperatures. σ curves corresponding to Cs atoms as well as those of other species
involved in isomerization transitions and diffusion are represented by bold lines in order to help visualization.

Figure 6. Same as Figure 5, but for the disordered Li13Na30-
Cs12 isomer at 50 K.
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clusters, respectively.6 The main difference between both
cases is that the GS structure of Li13Na30Cs12 is strictly
polyicosahedral, with atoms of different species mostly
occupying different radial shells; on the contrary, the
outermost surface atoms of Li13Na42 and Na13Cs42 grow on
top of an inner shell formed by ions of the same type, and
the growing pattern is not polyicosahedral in that external
region. It thus seems that strict polyicosahedral packing of
approximately spherical layers, each formed by alkali atoms
of different types lead to enhanced thermal stability of the
solid phase. The net result is that diffusion of surface Cs
atoms grown on a Cs “substrate” is easier than the corre-
sponding diffusion on a substrate formed by alkali atoms of
smaller size. In the future, we plan to undertake MD
simulations of a larger number of binary and ternary alkali
clusters with geometrically compact structures in order to
determine more unambiguously the physical reason for this
melting temperature increase. It is important to get such a
sound understanding because it might be used to build
material surfaces which remain solid up to significantly
higher temperatures than expected.

We have also explicitly simulated the thermal behavior
of a low-lying isomer of the same cluster, obtained from
simulated annealing runs. This isomer also has a perfect
polyicosahedral structure, but each radial shell is formed by
a mixture of atoms of different types. As a result of this
partial compositional disorder, local structural distortions
appear in much the same way as in a bulk alloy, and the
resulting distribution of atoms in radial shells is reminiscent
of that expected for an amorphous-like structure. Premelting
effects, in this case realized as structural isomerizations, are
then observed even at very low temperatures. This seems to
be the most general behavior of alkali nanoalloys, while the
enhanced melting temperatures are observed only in struc-
tures with high topological (polyicosahedral in the case at
hand) and compositional orders.

Finally, we have emphasized that, even though the
premelting effects are highly isomer-dependent, the homo-
geneous melting temperature itself is the same for both
isomers within the statistical accuracy of our simulations.
The caloric curves are different for both isomers simply
because constant-energy MD simulations, started from a
given isomer, can only sample the region of phase space
which is dynamically accessible to that isomer. At low
energies, this represents an essential loss of ergodicity (one
which cannot be restored just by increasing the length of
the simulation) if basins of different isomers are separated
by high energy barriers. We stress this point because we
believe that our MD runs for the GS structure are long
enough as to obtain nearly-converged results with respect
to simulation time, except possibly for the transition region.
The simulations presented for the low-lying isomer, where
relativelyhigh energies(and, correspondingly, phase-space
regions with high density of states) are sampled atlow
temperatures, might suffer more from convergence problems
at the lowest temperatures. In any case, we have indicated
that care must be exercised in comparing the MD results to
a hypothetical experimental determination of the caloric
curve.
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Phys. D1989, 12, 237-239; López, M. J.; IÄñiguez, M. P.;
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Abstract: The linear and nonlinear optical properties of polyphosphazene/polynitrile alternating

copolymers, -(PH2 ) N - CH ) N)-N, are studied, at the MP2/6-31G(d) level of approximation,

by using an oligomeric approach. We report the evolution with the chain length of the geometry,

charges, dipole moments, polarizabilities, and first hyperpolarizabilities of two conformers (trans-

transoı̈d and trans-cisoı̈d). Comparisons with the polyphosphazene/polyacetylene and poly-

(thiophosphazene) structures are performed. It turns out that the polyphosphazene/polynitrile

copolymers present dipole moment and polarizabilities comparable to polyphosphazene but larger

(+50%) first hyperpolarizabilities. The relative response of these copolymers is comparable to

the one of standard push-pull systems.

I. Introduction
In the quest for large first hyperpolarizabilities (â), different
strategies have been set up to obtain organic materials
showing large nonlinear optics (NLO) responses.1 To reach
this goal, one of the difficulties is to combine delocalizable
electrons which are necessary in order to get large NLO
responses and the asymmetry required becauseâ is an odd
term in the dipole moment expansion. Recently, we have
been interested in AB oligomers2-7 which show asymmetric
unit-cells (two different nuclei and two different bonds) and
possess mobile electrons. On the contrary to push-pull
chains,8 a â response may indeed be obtained for any AB
chain length, and theâ value of the polymer may be nonzero.
Two typical examples of AB polymers are polyphosphazene
and polynitrile. Polyphosphazene [PP,-(P(R, R′) ) N)-N

whereN is the number of unit cells] and its derivatives is an
archetype of a successful inorganic polymer. Many applica-
tions have been found for PP, from flame retardant materials,
to proton-exchange membrane in fuel cells. We refer the
reader to ref 9 for a list of applications and references. The
â of PP has been measured experimentally10 and studied
theoretically at semiempirical11 and ab initio2 levels of
approximation. In ref 10, it has been found that the response
of the PP backbone is negligible, whereas, by adding

chromophore side groups, small nonlinear optics (NLO)
responses could be observed. Although the results from
semiempirical11 and ab initio2 studies differ quantitatively,
both found that theâ of unsubstituted (i.e. R) R′ ) H) PP
should be quite small, about one-third of that of classical
push-pull systems. Polynitrile [PN, also named polycarbo-
nitrile or polymethineimine,-(C(R) ) N-)N] has been
synthesized by Who¨rle in the 1970s12,13 and more recently
by Komatsu14 by ring-opening polymerization (ROP) of
triazine. To our knowledge, the NLO properties of PN have
not been studied experimentally, but they have been the
subject of several theoretical calculations, reviewed in ref
3. It turns out that for PN,â reported to the size of the chain
(â/N) can be extremely large; as large as in the bestR,ω-
nitro,amino-polyacetylene (R,ω-nitro,amino-PA) chains, i.e.,
much larger than in classical push-pull compounds.15,16

In 1989, Manners, Allcock, Renner and Nuyken17 pre-
sented the first synthesis of PP/PN copolymers, so-called
poly(carbophosphazene). Their procedure is based on a ROP
of the six-member cycle-C(Cl)dN-P(Cl2)dN-P(Cl2)d
N- which leads after 4 h of heating to a polymer with a
CNPNPN backbone sequence. By further reaction with
NaOPh (PhNH2) more stable aryloxy (amino) polymers have
been obtained.17 The aryloxy chains were further character-
ized by the same group in 1991,18 and it was found that the
poly(carbophosphazene) skeleton is much less flexible than
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PP, probably due to the inherent differences in theπ-bonding
nature of CdN and PdN double bonds. Following these
initial works, additional structures, like various aminocarbo-
phosphazenes, have been synthesized.19 In addition, closely
related copolymers, polythiophosphazenes20 and poly-
thionylphosphazene,21 both presenting the SNPNPN back-
bone sequence have been obtained by ROP. We refer the
reader to ref 22 for a detailed review of these inorganic
polymers. If, six-member CNPNPN cycles are well charac-
terized structures,23,24 there are also a few examples of the
corresponding eight member cycles showing the CNPNC-
NPN sequence.25,26 In a recent contribution Rivard26 reports
the synthesis of various linear structures including the first
component of the alternating PP/PN copolymer, i.e., P(R2R′)d
N-C(R)dN-R′′ which has been characterized by X-ray
diffraction. Such CNPN chains would certainly be an
opportunity for NLO applications if the large NLO response
of PN and the stability of PP could be combined.

In this paper, we investigate the geometry, charges, dipole
moment, polarizability and first hyperpolarizability of in-
creasingly long PP/PN alternating copolymers showing the
CNPN sequence (StructuresI and II in Figure 1). To our
knowledge, no previous ab initio investigation has been
performed on these systems, though a study of the six
member cycles with the CNPNPN and SNPNPN patterns
has been performed by Jaeger and co-workers.24 The same
group evaluated the structure, conformation and flexibility
of polythionylphosphazene.27,28 The present study aims to
rationalize the impact of copolymerization onâ. Such
rationalization is particularly welcome as, in this case, the
nature of the two “parent” polymers are very different
(organic/inorganic, with second/third raw atoms, presenting
a delocalized electron cloud/island-π bonding, ...).

II. Computational Details
We have selected the MP2/6-31G(d) level for both the
geometry optimization and the calculation of electronic
properties. With this approach, one takes into account both
the indirect (on the ground-state geometry) and direct (on
the wave function) dynamic electron correlation (EC)
contributions. This choice matches the computational schemes
that have been demonstrated to be adequate for both PP and
PN. Indeed, forâ calculations on PP, it has been found that
the MP2/6-31G(d)//HF/6-31G(d) method is sufficient, i.e.,
direct/indirect EC effects are significant/negligible.2 The use
of polarization functions being mandatory as expected for
compounds presenting third-row atoms. For PN, the impact
of EC on the geometry is larger, and the MP2/6-31G//MP2/

6-31G technique provides a semiquantitative estimate of the
NLO properties.16 If the use of polarization (or diffuse)
functions modifies theâ responses of short PN oligo-
mers,16,29it has a small effect on the corresponding polymeric
property. For instance, the MP2/6-31G//MP2/6-31G poly-
meric first hyperpolarizability per unit cell reaches 13× 104

au in PN,16 whereas the MP2/6-31G(d)//MP2/6-31G(d) value
is 14 × 104.30 A similar MP2/6-31G(d) approach has been
selected by Jaeger and co-workers for their investigations
of the six-membered cycles.24 The calculations have been
performed with the Gaussian03 program,31 by using the
following procedure:

1. The ground-state geometry of each oligomer has been
determined by the optimization of its structural parameters.
In this first investigation, two conformations have been
chosen: planar trans-transoıd (TT) and trans-cisoı¨d (TC). The
unit cells of the chains are defined according to Figure 1. In
addition to planarity, we have also imposed the linearity of
the chain, so that the longitudinal axis could be properly
defined. To avoid bent chains, all the backbone angles of
TT chains have been set equal, whereas in TC chains only
two different backbone angles have been used (X)N-Y and
N)X-N; X,Y ) P or C).32 After the geometry optimization,
each oligomer has been oriented in the Cartesian frame so
that the longitudinal axis runs through the center of the first
and the last double bonds.

2. In addition to the dipole component parallel to the
longitudinal axis (µL), the partial atomic charges have been
computed for the optimized geometries using the Merz-
Kollman (MK)33 approaches within the MP2/6-31G(d) ap-
proximation.

3. Static electronic polarizabilities (R) and first hyper-
polarizabilities (â) have been evaluated for the optimized
geometries. In quasilinear chains, the longitudinal compo-
nents ofR and â tensors (RL and âL) often dominate the
total response for sufficiently long chains. For instance, at
the HF/6-31G(d)//MP2/6-31G(d) level, theâL of the TC
octamer (N)8; structureII ) is 5.7 times larger than the next
larger component. For this reason, we focus on the longi-
tudinal components in this paper. Because their practical
determination at EC levels remains cpu-costly for extended
oligomers, the vibrational contributions toR andâ (Rv andâv)
have been neglected, although, they could make important
contributions to the total static values in conjugated
systems.34-36 StaticRL andâL have been evaluated by using
the numerical finite-field procedure based on the differentia-
tion of the energies computed under several electric field
amplitudes. We refer the reader to ref 4 for a complete
description of this procedure. It has been found that the
accuracy of the procedure could be slightly improved by
performing the finite field (FF) procedure on the MP2 energy
corrections (rather than the MP2 total energies) and adding
the results to the fully analytic coupled-perturbed Hartree-
Fock (CPHF) results computed with the same basis set on
the same geometry. By doing so, the final accuracy on the
MP2 RL values is 0.1 au, whereas the accuracy onâL is
estimated to be∼1%. In this paper we adopt the usual sign
convention forâL: positive when orientated in the same
direction as the dipole moment, negative otherwise.

Figure 1. Schematic representation of trans-transoı̈d and
trans-cisoı̈d PP/PN alternating copolymers.
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4. The polymeric responses have been obtained by
extrapolating the oligomeric values. To carry out the
extrapolations, we define theâL (and µL and RL) per unit
cell as ∆âL(N) ) [âL(N) - âL(N - 1)]. This definition
removes most of the chain end effects and leads to a fast
convergence toward the asymptotic limit (N f ∞). Our fitting
procedure allows to obtain∆µL(∞), ∆RL(∞) and∆âL(∞) as
well as estimates of the corresponding standard deviations.
We refer the reader to ref 37 for extra details. To allow direct
comparison with previous works, we have also defined the
polymericâ per backbone atom:∆âL

at(∞) ) ∆âL(∞)/4 (and
similarly for µ andR).

III. Results
A. Geometries and Charges.The backbone geometry and
relative stability of the TT and TC conformers are given in
Table 1. First, we note that the TT structures are not favored,
the TC structures being more stable by 17 kcal/mol per cell,
providedN g 2. This could have been expected because the
TC oligomers are the most stable in PP2,38 and the TT
conformers are also the least stable in PN3,39 which favors
off-planar structures. For the smallest chain ofII , the bond
lengths are 1.30, 1.37, and 1.62 Å, in reasonable agreement
with the experimental values obtained for a similar structure
(5 of ref 26): 1.28, 1.40, and 1.54 Å, with packing effects
and side substitutions by large groups (Cl, Ph andt Bu).
The CdN and PdN bond lengths are also in good agreement
with the MP2/6-31G(d) values obtained for the-C(Cl)d
N-P(Cl2)dN-P(Cl2)dN- cycle by Jaeger et al.: 1.33 and
1.60 Å, respectively.24 As TT chain length is increased, the
double bonds become longer and the single bonds shorter
as expected in conjugated chains. For the longest chains, the
bond length alternation,∆rTT ) d) - d- is 0.018 Å for the
PN segment and 0.021 Å for the PP segment. In TC chains,
the qualitative behavior is similar, but the two CN bonds
are almost equal for medium chains; it even seems that the
double/single bond ordering is reversed forN g 8. ForN )
8, ∆rTC attains-0.001 Å for the PN part and 0.035 Å for
the PP part. The negative∆r means that the PN component
of long oligomers would favor a cis-transoı¨d (with the
double bonds being parallel rather than perpendicular to the
longitudinal axis) over a trans-cisoı¨d conformation. These
results can be compared to the MP2/6-31G(d)∆r obtained
for the 16-unit of TT PN (0.096 Å), TC PN (0.111 Å) and
TC PP (0.011 Å) oligomers. Consequently, the copolymer-

ization clearly results in a∆r decrease for PN (the largest
∆r) and an increase of the∆r of PP (the smallest∆r).
Therefore, it is difficult to predict, at this stage, if the
copolymer is more or less delocalizable than its constituents
taken separately.

In addition to the geometry of the chains, another
parameter is crucial for assessing the delocalization and the
asymmetry along the backbone: the charge distribution.
Table 2 presents the MP2/6-31G(d) MK charges borne by
the central atoms of increasingly long oligomers. For every
atoms, the charges are quite constant with chain length. For
the most stable conformers (II ), the charges are-0.9e, 0.8e,
and 1.1e for N, C and P, respectively. This means that
phosphorus and nitrogen on one hand and carbon and
nitrogen on the other hand exchange (almost) one electron.
In TC PP the same behavior was found,38 whereas in TC
PN the exchange attains 1.5e (compared to 0.8+ 0.9) 1.7
e here), leading to the conclusion that the copolymerization
has little effect on the partial atomic charges. Note that the
C and N charges are smaller in the TT chains, i.e., the
exchange of electrons is less pronounced in TT than in TC.
Using a Natural Population Analysis rather than the MK
approach, Jaeger and co-workers got a similar charge pattern
(positive P and C, negative N) for the-C(Cl)dN-P(Cl2)d
N-P(Cl2)dN- cycle, although an even stronger charge
exchange was predicted, maybe due to the presence of Cl
atoms.24

B. Dipole Moments and (Hyper)polarizabilities.Table
3 gives theµL, RL and âL of structuresI and II , whereas
Figures 2 and 3 depict the evolution with chain length of

Table 1. Evolution with Chain Length of the Central Bond Lengths and Bond Angles of Structures I and IIa

TT, I TC, II

N dNdC dC-N dNdP dP-N aX ) N-Y ) aNdX-N dNdC dC-N dNdP dP-N aNdX-N aX ) N-Y ∆E

1 1.285 1.391 1.582 120.5 1.298 1.374 1.616 121.7 108.6 +13
2 1.291 1.372 1.573 1.645 118.2 1.320 1.356 1.596 1.692 119.5 114.4 +16
3 1.298 1.360 1.592 1.664 117.7 1.322 1.351 1.609 1.680 119.2 115.6 +17
4 1.305 1.351 1.598 1.655 117.5 1.328 1.344 1.612 1.672 119.1 116.2 +17
5 1.309 1.346 1.606 1.649 117.4 1.330 1.340 1.617 1.666 119.1 116.6 +17
6 1.313 1.341 1.607 1.644 117.3 1.332 1.337 1.619 1.662 119.2 116.9 +17
7 1.316 1.338 1.614 1.640 117.3 1.333 1.336 1.622 1.660 119.2 117.1 +17
8 1.318 1.336 1.617 1.638 117.2 1.335 1.334 1.623 1.658 119.2 117.2 +17

a All results have been obtained at the MP2/6-31G(d) level. Bond lengths are given in Å, angles in degrees. At the extreme right of the table,
the energetic difference between TT and TC conformers (∆E) is reported in kcal/mol per N.

Table 2. Evolution with Chain Length of the Charges
Borne by the Central Atomsa

TT, I TC, II

N qN1 qC qN2 qP qN1 qC qN2 qP

1 -0.68 0.48 -0.67 0.68 -0.76 0.50 -0.75 0.75
2 -0.60 0.54 -0.71 1.06 -0.73 0.71 -0.76 0.86
3 -0.59 0.53 -0.72 1.12 -0.80 0.73 -0.73 0.93
4 -0.51 0.51 -0.72 1.10 -0.73 0.75 -0.84 1.02
5 -0.61 0.51 -0.69 1.11 -0.86 0.75 -0.85 1.05
6 -0.62 0.51 -0.69 1.11 -0.87 0.75 -0.86 1.08
7 -0.63 0.52 -0.67 1.10 -0.88 0.75 -0.86 1.09
8 -0.63 0.51 -0.67 1.10 -0.89 0.75 -0.86 1.11

a All values are in e and have been obtained within the MK
approach at the MP2/6-31G(d)//MP2/6-31G(d) level of theory. N1 (N2)
is the nitrogen atom forming the double bond with C (P).
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the static∆RL and∆âL. The∆µL evolution with chain length
of both systems presents a standard shape: it increases for
small oligomers, then enters a saturation regime where it
converges toward the polymeric value.∆µL

at(∞) of I and II
are 3.1 and 1.9 D, respectively. The larger longitudinal dipole
moment for TT structures was awaited from previous
calculations on AB systems.5 These values may be compared
to their TT/TC PP counterpart 3.3/2.2 D40 and to 0.9/0.5 D
for TT/TC PN,30,41 meaning that it is PP that eventually
guides the total dipole moment. As a first approximation,
µL is mainly connected to the asymmetry rather than to the
delocalization,42 so we forecast the asymmetry of the
copolymers to be closer to that of PP than PN.

As expected for increasingly long compounds,42-46 the
∆RL rapidly increases with chain length for short oligomers,
then enters a saturation regime where it tends toward the
asymptotic value characterizing the infinite polymer (Figure
2). The∆RL

at(∞) is 36 au (28 au) forI (II ). The PP(TT/TC)

has a MP2/6-31G(d)//HF/6-31G(d)∆RL
at(∞) of 25/23 au

and PN(TT/TC) presents a MP2/6-31G(d)//MP2/6-31G(d)
∆RL

at(∞) of 74/55 au. Therefore it is the less polarizable
system (PP) that mainly guides the (quite small)∆R
amplitude of the copolymer. For comparison, PA47 and
polysilane48 present∆RL

at(∞) close to 65 au. AsR does not
depend on the asymmetry but only on the delocalizability,
this emphasizes that PP/PN is more delocalizable than PP,
although the electron mobility is still limited compared to
conjugated compounds. These results are consistent with the
island delocalization model proposed for PP.49 In this island
model, delocalization of valence electrons takes place only
for three atoms (PNP). By adding CN segments, one could
consider that the electron mobility occurs over five atoms
(PNCNP), which explains the limited increase ofRL (+22%
for II ). On the other hand, in PN, the delocalization takes
place over a much larger number of atoms, similarly to PA.

For PP/PN,âL is always positive for all chain lengths,
but the evolution with the chain length of∆âL is very
different for the two conformers. Indeed, forI , ∆âL first
increases, reaches a maximum forN ) 4, and then decreases
toward a small polymeric limit. This is the typical shape for
push-pull systems.8,15 In II , the ∆âL versusN curve is
similar to a “polarizability” curve: first an increase due to
the delocalization increase, followed by the saturation toward
the polymeric limit. As for the dipole moment and polariz-
ability, it seems that PP guides the behavior of the copolymer.
Indeed, in PN, both the TT and TC curves are “polarizabil-
ity”-like, whereas in PP it is only the case for TC and not
for TT (push-pull like curve).50 To rationalize these shapes,
one can splitâ into chain-ends and unit cells contributions.2-6

Indeed, these components are the two parts responsible for
the asymmetry. The contribution of each component toâ is
first increasing with chain length, due to the improvement
of electron mobility. For extended oligomers, the chain-end
contribution to â becomes constant, while the unit-cell
contribution is proportional to the length of the oligomer.
For I , the evolution of∆âL (depicted in Figure 3) can be
interpreted as a consequence of a negligible unit cell
contribution and a significant chain-end component: (i) for
short oligomers, the chain-end contribution (which is posi-

Table 3. Longitudinal Dipole Moment, Static Polarizability
and Static First Hyperpolarizability (au) of Structures I and
IIa

TT, I TC, II

N µL RL âL µL RL âL

1 1.64 73.3 76 0.39 57.7 85
2 4.37 182.4 227 2.09 142.2 329
3 7.86 309.4 515 4.17 238.3 722
4 11.80 445.1 827 6.53 340.4 1188
5 16.02 585.0 1087 9.04 445.5 1686
6 20.43 726.8 1282 11.63 552.2 2199
7 24.94 869.7 1423 14.29 659.9 2717
8 29.53 1013.0 1524 16.98 768.2 3238
∞b 4.9 144 2.9 110 524
∆∞b 0.2 1 0.2 1 2

a All results have been obtained with the MP2/6-31G(d)//MP2/6-
31G(d) approach. At the bottom of the table, the extrapolated
polymeric values are given (see the text for more details on the
procedure used to obtain these values). 1 au of µ ) 2.5418 Debyes.
1 au of R ) 1.6488 × 10-41 C2 m2 J-1 ) 0.14818 Å3. 1 au of â )
3.2063 × 10-53 C3 m3 J-2 ) 8.641 × 10-33 esu. b ∞ gives the
extrapolated values whereas ∆∞ is the estimated extrapolation error;
i.e. polymeric values are given by ∞ ( ∆∞.

Figure 2. Evolution with chain length of the MP2/6-31G(d)//
MP2/6-31G(d) longitudinal polarizability per unit cell, ∆RL(N),
of structures I and II.

Figure 3. Evolution with chain length of the MP2/6-31G(d)//
MP2/6-31G(d) longitudinal first hyperpolarizability per unit cell,
∆âL(N), of structures I and II.
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tive) dominates the total response, (ii) due to the increase of
the electronic delocalization, the amplitude of chain-end
contribution increases as the chain lengthens, and (iii) for
long chains, the relative impact of the chain-end on∆â
becomes more and more diluted,â becomes constant and
∆â falls down to zero. ForII , the reverse is true: a large
unit-cell contribution combined to a small (and parallel)
chain-end contribution. For long chains, each unit cell brings
the same contribution toâ and∆âL becomes constant. For
II , the ∆âL

at(∞) attains 131 au. These results can be
compared to the values obtained, using the same conforma-
tion for PP (85)2 and PN (> 2500)50 at the MP2/6-31G(d)//
HF/6-31G(d) and MP2/6-31G(d)//MP2/6-31G(d) level of
theory, respectively. Similarly to most other properties, the
∆âL

at(∞) is mainly guided by PP although there is a
significant improvement of the response (+50%). In PP, the
∆âL(∞) are limited by delocalization rather than asymmetry,2

meaning that if one increases the delocalization (decreases
the asymmetry), the∆âL(∞) amplitude is improved. The
values obtained for the copolymer are consistent with these
findings: smaller∆µL(∞) and larger∆RL(∞) correspond to
larger∆âL(∞). As a consequence, one could expect the TC
CNPNPN chains to have a∆âL

at(∞) response between the
PP and theII values.

C. Electron Correlation Effects on the First Hyper-
polarizability. We have studied the EC effects on the
copolymerI and II because these effects strongly differ in
PP and PN. Indeed, the direct and indirect impact of EC are
very large in PN(TT). Especially, the direct EC contributions
changes the sign ofâL and∆âL for short chains, whereas it
modifies the amplitude of∆âL(∞) by a factor of 6.4 (the
indirect effect leads to an increase of∆âL(∞) by a factor of
1.5).30 For PP(TC), the direct impact is much smaller (1.8),
whereas the indirect shift is negligible.2 For I andII the HF/
MP2 âL are given in Table 4 , whereas Figure 4a and b
depicts the corresponding evolution withN of ∆âL(N).

Quite surprisingly, the TT copolymers whose NLO
responses are dominated by the PP part react more like PN
for what concerns EC effects. Indeed, at the HF//HF and
HF//MP2 levels,∆âL(N) is first negative, reaches a minimum,
goes through zero and slowly saturates toward a small
asymptotic limit. This means that, at the HF level the chain-
end contribution toâL of I is, at least, overshot and probably

pointing in the incorrect direction. The (HF) chain-end
contribution is mainly dominated by the PN component of
the copolymer. In addition, this means that the incorrect HF
behavior in PN is probably due to the N-H terminal bond
rather than to the CH2 end group. The direct EC ratio does
not evolve monotonically withN. The indirect EC ratio
(MP2//MP2/MP2//HF) presents a smooth shape but is still
changing relatively quickly wrtN, from 1.31 (N ) 3) to 1.44

Table 4. Longitudinal Static First Hyperpolarizability (au) of Structures I and IIa

TT, I TC, II

HF geometry MP2 geometry HF geometry MP2 geometry

N âL[HF] âL[MP2] âL[HF] âL[MP2] âL[HF] âL[MP2] âL[HF] âL[MP2]

1 -32 55 -34 76 61 82 67 85
2 -77 173 -85 227 222 323 235 329
3 -77 394 -82 515 477 703 502 722
4 -58 617 -53 827 781 1145 824 1188
5 -39 791 -21 1087 1111 1612 1175 1686
6 -25 916 4 1282 1455 2090 1543 2199
7 -14 1001 23 1423 1807 2573 1919 2717
8 -7 1060 37 1524 2164 3058 2301 3238
9 -2 1102 2524 3544
10 1 1132 2885 4031

a All results have been obtained with the 6-31G(d) basis set.

Figure 4. Comparisons between the HF/6-31G(d) and MP2/
6-31G(d) evolution with chain length of the longitudinal first
hyperpolarizability per unit cell, ∆âL(N), of structures I (Figure
4a, top) and II (Figure 4b, bottom).
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(N ) 8). These ratios are slightly smaller than for PN chains
of comparable size.30

For TC copolymers, one obtains the classical increase of
NLO values when the EC corrections are taken into account,
while the qualitative evolution with chain length is conserved.
Consequently, the ratio between EC and HFâ are much less
sensitive to chain length thanâ itself. ProvidedN g 6, the
direct EC ratio (MP2//HF/HF//HF) is decreasing withN
(from for 1.47 N ) 3 to 1.40 forN ) 10), whereas the
indirect contribution is almost constant when the chain
lengthens (from 1.05 forN ) 3 to 1.06 forN ) 8). Actually,
if the ground-state geometry ofII would have been optimized
at the HF level, the error on the NLO properties would have
been as limited as in PP. The direct EC ratio for the octamer
of II is 1.41 and can be compared to the ratio obtained for
the N ) 16 TC PP oligomers (1.63)2 and TC PN chains
(4.1).50 The direct EC effects are thus smaller than in the
“parent” polymers. The EC contributions seem almost

independent from each other. Indeed, forN ) 8, we have
(starting with the HF//HFâL) the following: 2164× (3058/
2164) × (2301/2164)) 2164 × 1.41 × 1.06 ) 3251 au
which is in perfect agreement with the MP2//MP2 amplitude
of 3238 au (less than 1% of error).

D. Comparison with Other Polyphosphazene-Based
Copolymers.In addition to PP/PN copolymers, we have also
investigated two other polyphosphazene-based copolymers.
They are displayed in Figure 5. These structures have not
yet been synthesized, but polythiophosphazenes with SNP-
NPN structures have been reported in the literature.20 The
MP2/6-31G(d)µL, RL and âL of structuresIII and IV are
given in Table 5. Table 6 provides the corresponding
information for compoundsV andVI . The evolution with
chain length of∆âL(N) is given in Figures 6 and 7, for TT
and TC chains, respectively.

There are striking differences between the PP/PA and PP/
PN chains. First, for the two conformers, the evolution with
chain length of the∆âL(N) curves are similar: first a fast
increase and then a saturation toward the (nonzero) infinite
chain limit(s). These limits are higher than in PP/PN. A
possible explanation could be that the replacement of CHd

Figure 5. Schematic representation of trans-transoı̈d and
trans-cisoı̈d PP/PA and poly(thiophosphazene) alternating
copolymers.

Table 5. Longitudinal Dipole Moment, Static Polarizability
and Static First Hyperpolarizability (au) of Structures III and
IVa

TT, III TC, IV

N µL RL âL µL RL âL

1 1.24 81.1 68 0.81 65.2 120
2 3.54 198.6 262 2.64 158.8 538
3 6.38 337.0 941 4.86 266.7 1274
4 9.51 486.2 2053 7.32 382.0 2224
5 12.81 641.5 3431 9.90 501.5 3305
6 16.21 800.5 4966 12.55 623.3 4465
7 19.67 961.8 6599 15.25 746.6 5674
8 23.17 1124.4 8289 17.98 870.7 6913
∞b 3.6 168 1869 2.8 127 1440
∆∞b 0.1 2 166 0.1 2 178

a All results have been obtained with the MP2/6-31G(d)//MP2/6-
31G(d) approach. At the bottom of the table, the extrapolated
polymeric values are given. b ∞ gives the extrapolated values whereas
∆∞ is the estimated extrapolation error; i.e. polymeric values are given
by ∞ ( ∆∞.

Table 6. Longitudinal Dipole Moment, Static Polarizability
and Static First Hyperpolarizability (au) of Structures V and
VIa

TT, V TC, VI

N µL RL âL µL RL âL

1 2.38 76.8 -284 0.48 58.5 -56
2 6.44 176.3 -605 2.14 138.1 -67
3 11.09 282.6 -816 4.22 226.9 71
4 15.98 391.6 -934 6.49 319.4 336
5 20.98 501.8 -1004 8.87 413.8 683
6 26.03 612.7 -1048 11.29 509.1 1076
7 31.11 724.0 -1076 13.75 604.9 1498
∞b 5.1 112 2.6 97 557
∆∞b 0.1 1 0.1 1 86

a All results have been obtained with the MP2/6-31G(d)//MP2/6-
31G(d) approach. At the bottom of the table, the extrapolated
polymeric values are given. b ∞ gives the extrapolated values whereas
∆∞ is the estimated extrapolation error; i.e. polymeric values are given
by ∞ ( ∆∞.

Figure 6. Evolution with chain length of the MP2/6-31G(d)//
MP2/6-31G(d) longitudinal first hyperpolarizability per unit cell,
∆âL(N), of structures I, III and V.
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N segments by CHdCH leads to less asymmetric and more
delocalizable copolymers. Consequently,∆µL(∞) decreases
while ∆RL(∞) increases. Asâ is limited by delocalization,
one can explain the larger∆âL(∞) for PP/PA than for PP/
PN. Nevertheless, the increase (1440 au versus 524 au for
TC chains) is larger than what could be expected from the
small changes in∆µL(∞) and the 15% improvement of
∆RL(∞). Our hypothesis is that in PP/PN, there is some
“destructive” interactions between the two (PP and PN)
components that are not observed in PP/PA because PA is
perfectly symmetric. The fact that the TT PP/PA polymer
presents a nonzero∆âL(∞) is more difficult to rationalize
because both PA and PP(TT) chains actually show a zero
response! At first, one could simply state that the zero∆r
noted in long PP(TT) chains is broken in the PP/PA
macromolecule (different bond lengths), explaining the
nonzero∆âL(∞). If this appears a valid explanation, it seems
therefore difficult to explain the zero∆âL(∞) in the TT PP/
PN copolymer. Of course, there is the nonprobable possibility
that the TT PP/PA chains present a shape like TT PP/PN,
with a maximum occurring for much longer chains lengths
(N g 8).51

The SNPN oligomers directly parallel the CNPN struc-
tures, with a “dromedary-back-type” curve for the TT
structure and a “polarizability-like” evolution for the TC
structure. However, the response of TT chains is always
negative indicating a negative chain-end contribution. The
TC SNPN structure,VI , seems less asymmetric (∆µL(∞)
reaches 2.6 au instead of 2.9 au) and less polarizable than
II (∆RL(∞) of 97 au versus 110 au). With one favorable
factor (the decrease of the asymmetry) against one unfavor-
able factor (the decrease of the delocalization), the amplitude
of ∆âL(∞) stays mainly constant (557 au versus 524 au).

IV. Conclusions, Comparisons and Outlook
We have investigated the copolymerization effects upon the
geometry, charges, dipole moments, polarizability and first
hyperpolarizability of polycarbophosphazene and some of
its derivatives. It turned out that the alternating PP/PN
copolymer presents dipole moment, polarizability and first

hyperpolarizability that are closer from PP than from PN,
indicating that the least delocalizable structure mainly
determines the NLO properties of the whole system, although
the conformation of the chain has a crucial impact. The EC
effects are extremely large for TT but remain limited for
TC. However, the TC PP/PN copolymers show a significant
improvement over the PP (first hyperpolarizability+50%).
These results are consistent with the island-π bonding model
in PP: adding CHdN groups increases the size the conju-
gated areas but does not break the island pattern. If one uses
PA instead of PN in the structure, the improvement is much
larger (+300%). In addition the PP/PA copolymers present
a nonzero NLO response for both selected conformations.
On the other hand, polythiophosphazene does not constitute
an improvement over poly(carbophosphazene) for NLO.

The static |âL|/W (first hyperpolarizability per unit of
weight) of the TC copolymers here investigated can easily
be estimated from the corresponding|∆âL(∞)|: 0.06× 10-30

cm5 esu-1 g-1 mol for II , 0.17× 10-30 cm5 esu-1 g-1 mol
for IV and 0.05× 10-30 cm5 esu-1 g-1 mol for VI . One
might compare these values to 0.03× 10-30 for TC PP2 and
4.2× 10-30 for TT PN16 but also to the 0.02× 10-30 value
reported for polyphosphinoborane (PPB),6 0.78 × 10-30

reported for polysilaacetylene (PSA),5 0.10 × 10-30 for
3-methyl-4-nitroaniline (MNA) monomer,52 0.06× 10-30 for
N-(4-nitrophenyl)-(L)-prolinol (NPP),53 and 0.66 forR,ω-
nitro,amino-transhexatriene.54 At this point, we can conclude
that the copolymers could be interesting for NLO applications
if noncentrosymmetric crystal are obtained.

Our research is now focused in determining the origin of
the nonzero response for TT PP/PA chains (and nonzero in
TT PP/PN), a surprising result as both TT polymers display
a zero∆âL(∞). The study of orbital interactions could help
in assessing the origin of such differences. In addition, we
also investigate the first hyperpolarizability of promising fully
inorganic copolymer.
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Abstract: A major problem in the antiretroviral treatment of HIV-infections with protease-inhibitors

is the emergence of resistance, resulting from the occurrence of distinct mutations within the

protease molecule. In the present work molecular dynamics simulations of an active-site mutation

(D30N) and a nonactive-site mutation (N88S) of HIV-1 protease that both directly confer

resistance to the protease inhibitor Nelfinavir but not to Amprenavir were performed and

compared to wild-type HIV-protease. A decreased interaction energy between protease and

Nelfinavir was observed for the D30N mutant giving a plausible explanation for resistance, while

the N88S mutation did not significantly affect the interaction energies in the bound form. Structural

analysis including both ligand-bound and unliganded HIV-1 proteases revealed that the free

N88S mutant protease shows significant differences in its hydrogen bonding pattern compared

to free or Nelfinavir-bound wild-type protease. In particular, Asp30 forms more frequently a

hydrogen bond with Ser88 in the unbound N88S mutant thus interfering with the Asp30-Nelfinavir

interaction. These findings suggest that different molecular mechanisms contribute to resistance

in active-site and nonactive-site mutants and propose a mechanism for the N88S mutant that

is based on a shift of the conformational equilibrium of the unbound protease.

Introduction
The global spread of the human immunodeficiency virus
(HIV) causing the acquired immune deficiency syndrome
(AIDS) has evolved into an immense health problem with
total estimated infection numbers ranging from 34 to 46
million people.1 The HIV-1 protease is essential for replica-
tion and assembly of the virus, and the inactivation of the
HIV-1 protease leads to the production of noninfectious viral
particles.2 The idea of inhibiting viral replication by disturb-
ing the protease function has led to the development of a
class of drugs known as protease inhibitors (PI).3 Modern
HIV combination therapies, referred to as “Highly Active
Anti-Retroviral Therapy” (HAART), attack the virus with a
combination of one protease inhibitor and two reverse

transcriptase (RT) inhibitors.4 The extensive use of antiret-
rovirals, however, has led to the emergence of resistant virus
variants that possess various degrees of cross-resistance due
to mutations.5

Mutations can either occur at active-site or nonactive-site
locations in HIV-1 protease (Figure 1A) and can also confer
different levels of resistance. Primary mutations directly
confer resistance to one or more protease inhibitors, whereas
secondary mutations only contribute to resistance and often
occur together with primary ones or in synergistic form with
other secondary mutations. Active-site mutations are exclu-
sively primary ones, but not all primary mutations are
necessarily limited to the active-site (e.g. the nonactive site
mutations at sequence positions 46, 88 and 90 can also
directly confer resistance6).

The mechanism of active-site mutations can frequently be
rationalized in structural terms in which resistance is directly
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associated with a change of the contacts and thus the
interaction energy between drug and target.7 In contrast, the
mechanism of nonactive-site mutations, influencing binding
from distal locations, is not satisfyingly understood. These
mutations are able to affect the enzymatic activity via
mechanisms that have for example been related to differences
in the conformational flexibility8 or to the alteration of the
binding site geometry through the accumulation of mutations
within the core of the protease, suggesting that nonactive-
site mutations can even represent the primary source of
resistance.9

Resistance can either be assessed from genotypic assays
based on the detection of mutations associated with the
resistance or from phenotypic assays by measurement of the
virus sensibility to increasing concentration of antiretroviral
substances.10 The correlation between genotypic mutations
and phenotypic resistance, however, is not fully under-

stood,11,12 and therefore genotypic testing needs to rely on
comprehensive statistical data of known drug-resistance
mutations.13 In contrast, phenotypic assays directly give
information about resistance, but they are experimentally
demanding and difficult to standardize.14 One disadvantage
of both genotypic and phenotypic assays is that they do not
provide a molecular mechanistical explanation for the
emergence of resistance which would be extremely useful
for developing more effective and longer lasting treatment
strategies. In this context, computational studies of the
dynamics and energetics of HIV-1 protease and protease-
inhibitor complexes can give valuable insight into the
molecular mechanism of mutations in conferring drug
resistance.8,15,16

In the present study, two primary mutations (D30N, N88S)
which often occur during treatment of HIV-infected pa-
tients17-19 were analyzed using molecular dynamics simula-
tions and subsequent structural and energetic analysis. D30N
constitutes an active-site mutation, that reduces Nelfinavir
(NLF) susceptibility by 5-20-fold6 and is able to do so
without any further major mutations.20 Although N88S is a
nonactive-site mutation, it has the remarkable ability to cause
NLF-resistance even in the absence of active-site mutations.6

Similar to D30N, the N88S mutation also causes resistance
selectively for NLF (Figure 1B). Therefore studies of wild-
type (WT) and mutant proteases in complex with other
inhibitors (e.g. Amprenavir, APV) can serve as a control in
both cases. To take into account that the mechanisms
underlying resistance caused by the D30N and N88S
mutation might differ substantially, the dynamics of the
unliganded wild-type and mutant proteases were character-
ized here as well.

Methods
Preparation of Starting Structures. The starting structures
of the protease-drug and protease-substrate complexes were
taken from following entries available in the Protein Data
Bank (PDB21): 1HPV for protease complexed with APV,22

1OHR for protease+ NLF23, and 4HVP for the protease+
substrate-analogue.24 Since no high-resolution crystal struc-
ture of an unliganded HIV-1 protease is available, the starting
structures of the unbound forms were generated by removing
an inhibitor from the APV-bound form, thus following the
common strategy applied in previous studies.15,25

The protease sequence of the 1HPV and 1OHR-entries
was taken as a wild-type sequence. The protease of the 4HVP
file, containing one secondary mutation (L63P) and four
polymorphisms (K14R, S37N, R41K, I64V), was modified
by mutating the affected residues to the WT-sequence as
described previously26,27using Sybyl 6.9.28 N88S and D30N
mutant structures were also generated using Sybyl. According
to the strategy outlined by Piana et al.,8 the structure of the
substrate was generated from a crystal structure (4HVP)
containing a substrate analogue (MVT-101) by replacing the
uncleavable CH2NH linkage between Nle-Nle by a Met-
Met peptide bond, leading to a substrate (Thr-Ile-Met-Met-
Gln-Arg) that contains a natural cleavage site for the HIV-1
protease, the so-called p2/NC site.29

Figure 1. A) Structure of the dimeric HIV-1 protease with
bound Nelfinavir showing the most common primary and
secondary HIV-1 protease drug-resistance causing mutations.
Only the backbone-atoms of a wild-type HIV protease are
depicted, whereas the protease inhibitor Nelfinavir is repre-
sented in space-filled representation with standard cpk color-
ing. Primary mutations (30, 46, 48, 50, 82, 84, 88 and 90)
are drawn in orange, secondary mutations (10, 20, 24, 32,
33, 36, 47, 53, 54, 63, 71, 73, 77 and 93) in blue. Primary
mutations are labeled in one of the subunits, and the two
mutations studied here (D30 and N88) are shown in a space-
filled representation. A red arrow indicates the hydrogen bond
between the Asp30 side chain of one subunit and the phenyl
oxygen of Nelfinavir which is discussed in the text. B) HIV-1
protease inhibitors used in this study. The chemical formulas
are depicted in Lewis representation. Amprenavir susceptibility
is maintained after D30N and N88S mutation, whereas both
mutations confer resistance to Nelfinavir.
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The simulations were performed under physiological pH
conditions which required ensuring the correct protonation
state of ionizable groups. In particular, one of the aspartates
(D25) of the catalytic site exhibits an increased pKa value
of 5.2 in the inhibitor-bound protease,30 while no increased
pKa was reported for the free form of the protease (pKa )
4.531). Therefore, a fully deprotonated active site should be
prevalent at a physiological pH, and thus this protonation
state was used throughout the simulations. However, to
ensure that the results of the simulations do not critically
depend on the protonation state, a 1 nscontrol simulation
of a NLF-bound HIV-1 protease with a protonated carboxyl-
ate oxygen of Asp25 was also performed.

Parameter Generation for Inhibitors. The initial coor-
dinates of APV and NLF were extracted from the 1OHR
and 1HPV pdb files. ArgusLab32 was utilized to add missing
hydrogens, ensure correct protonation states and perform an
initial geometry optimization using the Universal Force Field
method.33 The resulting structures were then further geometry
optimized using the semiempirical molecular orbital Hamil-
tonian AM134 as implemented in Vamp.35 The structures thus
obtained were subjected to three consecutive geometry
optimizations with Gaussian9836 using the ab initio methods
HF/MIDI!, B3LYP/6-31G(d) and HF/6-31G(d). For all four
quantum mechanical geometry optimizations the stationary
points found were ensured to be true minima by the
calculation of the vibrational frequencies. For the two final
structures of APV and NLF the atomic charges were then

obtained following the established procedure37,38 by fitting
the charges to the HF/6-31G(d) computed electrostatic
potential using the “antechamber” tool from the AMBER
program suite.

Molecular Dynamics Simulations and Analysis.All MD
simulations presented in this work were performed by using
the AMBER 7.0 suite of programs39 with the Cornell et al.
force field (ff99).40,41 For the organic compounds APV and
NLF the general AMBER force field (gaff)42 was used. An
appropriate number of Cl- counterions was added to neutral-
ize the system, and afterward the molecules were solvated
in a box of water, using the TIP3P water model43 with at
least 10.0 Å of water around every atom of the solute.

All structures were minimized first by using the sander
module in AMBER with an atom-based 10 Å cutoff on
electrostatic interactions, using a constant dielectric for the
electrostatic interactions,ε ) 1. Particle Mesh Ewald
summation44 was used to calculate the long-range electro-
static interactions during minimization and during molecular
dynamics.

The minimization procedure was split into three different
parts. First the solvent was allowed to relax while restraining
the protein atoms to their original position with a force
constant of 500 kcal mol-1 Å-2. Afterward additional
relaxation of the protein side chains was allowed by
restraining only the backbone atoms before in a final
minimization all restraints were removed. The minimizations

Figure 2. Root-mean-square deviation (RMSD) to the starting structure as a function of simulation time. Proteases liganded
with A) substrate, B) APV, C) NLF, D) unliganded. Black: WT-protease; red: D30N; green: N88S. Calculations were performed
for the backbone atoms of the respective structure versus the backbone atoms of the respective simulation’s starting structure
(excluding drug/substrate).
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consisted of 250 steps of steepest descent followed by 250
or 7250 steps of conjugate gradient minimization, respec-
tively.

MD simulations were carried out thereafter, using a
dielectric constant for the electrostatic interactions ofε ) 1
and a time-step of 1 fs. The temperature of the system was
raised gradually from 50 to 298 K in 10 ps. Subsequently, 1
ns MD simulations with standard NPT conditions were
performed for data collection, resulting in a total of 1000
snapshots. The SHAKE procedure45 was used to constrain
all bonds involving hydrogens. An 8.5 Å cutoff was used
for the nonbonded interactions which were updated every
15 steps. For the visualization and structural analysis of the
programs RasMol,46 Sybyl 6.9,28 IsisDraw,47 AMBER,39 and
X-PLOR48 were used.

Results and Discussion
Stability of the Trajectories and Properties of the Global
Structure. A qualitative examination of the trajectories
obtained from 12 MD simulations performed in the presence
of different mutants and inhibitors (Figure 2) shows that all
systems deviated to a quite similar extent from their starting
structures resulting in a backbone RMSD of approximately
1.2-1.8 Å after 1 ns. The magnitude of the fluctuations is
in the same range as those observed for the same time scale

in recent simulations of HIV-1 protease.15,16,49Thus, one can
conclude that the simulation runs produced stable trajectories
which should provide a suitable basis for the subsequent
analyses.

The structure and conformational variability of the en-
sembles obtained over the simulation time (Figure 3) reveals
that both the structures and the magnitude of the fluctuations
are quite similar for all 12 systems studied. The observation
that neither mutations nor different ligands lead to larger
structural changes is consistent with the findings of Zoete
et al.50 who showed that 73 crystal structures of HIV-1
protease do not differ significantly in their geometry, despite
a large variety in the position and number of mutations and
types of ligands bound. Since subsequent comparison focused
on the analysis of protein-ligand interaction energies and
on local structural changes induced by the different muta-
tions, a simulation time of 1 ns was considered sufficient.
As shown in previous simulations of HIV-1 protease, the
respective data can even be obtained from simulations on a
sub-ns time scale.50,51

Protease-Ligand Interaction Energies. The van der
Waals interaction energy between protease and ligand
provides a suitable parameter to obtain first information about
the role of particular sequence positions for the emergence
of drug resistance.51 A decrease of the van der Waals

Figure 3. Fitted backbone overlay of proteases. Eleven structures of WT and both mutant proteases were taken in 100 ps
intervals from the trajectory of the proteases liganded with A) substrate, B) APV, C) NLF, D) unliganded. WT: blue; D30N: red
and N88S: green. All structures are backbone-fitted on the first structure of the wild-type simulations. The ligands are not shown
for clarity.
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interaction energy in mutant proteases is indicative for a loss
of the tight packing of the inhibitor in the active site resulting
either from steric clashes or from the loss of favorable
attractive interactions (e.g. hydrogen bonds, salt bridges). The
overall values of these interaction energies were first
confirmed to be not critically affected by the protonation
state of the active site as shown by a control simulation for
the Nelfinavir-bound wild-type protease, which yielded an
interaction energy of-66.4( 3.6 kcal mol-1 compared to
-68.2 ( 3.2 kcal mol-1 for the simulation using a fully
deprotonated active site.

Assuming that a phenotypically observed decreased sus-
ceptibility is correlated with a decreased interaction energy,
one would expect that the D30N and N88S mutations do
not affect the interaction energies for the substrate- and
Amprenavir-liganded proteases. Indeed, no significant de-
crease of the van der Waals interaction energy upon both
mutations was observed for the substrate and Amprenavir
(Table 1). For Nelfinavir, a significant decrease in binding-
energy from-68.2 ( 3.2 kcal mol-1 to -58.9 ( 3.5 kcal
mol-1 was observed for the D30N mutation, while the N88S
mutation did not result in significant changes (Table 1).

The effect of the D30N mutation can be rationalized by
inspection of the crystal structure23 in which the carboxyl
group of the D30 side chain of one subunit is critically
involved in a hydrogen bond with the hydroxyl group of the
aromatic ring of NLF (Figure 1; red arrow). This mechanism
for resistance is supported by previous data of Wang and
Kollman,51 who also reported a decreased interaction energy
for other primary, active-site mutations.

In contrast, the nonactive-site mutation N88S investigated
here did not lead to a significant decrease of van der Waals
interaction energy for all ligands studied (Table 1) showing
that the NLF resistance caused by this mutation cannot easily
be explained by simple energetic considerations of the ligand-
bound proteases. Similar observations have been made in a
very recent study by Chen et al.16 in which 14 HIV-1 protease
mutants complexes with the inhibitor Indinavir were char-
acterized by MD simulations and subsequent energetic
analysis. In particular for the nonactive site mutants L24I,
G73S, N88D, and L90M a prediction of resistance on the

basis of the dynamic properties and interaction energies
proved to be difficult.16

Comparison of Free and Ligand-Bound Structures of
HIV Protease.To find an explanation for the NLF resistance
of the N88S mutant, structural analysis was extended to the
unbound forms of HIV-1 protease. The rationale behind this
strategy is the observation that conformational sampling of

Table 1: Protein-Ligand van der Waals Interaction
Energies and Corresponding Standard Deviationsa

ligand protease energy [kcal mol-1]

SUB WT -83.5 ( 3.9
SUB D30N -79.3 ( 5.0
SUB N88S -78.4 ( 4.0
APV WT -60.7 ( 3.7
APV D30N -61.0 ( 3.8
APV N88S -61.4 ( 4.0
NLF WT -68.2 ( 3.2
NLF D30N -58.9 ( 3.5
NLF N88S -66.9 ( 3.7

a The energy was calculated using the AMBER parm99 force field
and a 99 Å cutoff for all pairwise interactions. Water molecules and
ions were not included. Mean energy values and standard deviations
were based on a set of 1000 structures collected every ps over the
entire simulation.

Table 2: Hydrogen Bonds Observed at the Site of the
Mutationa

protease N/S88 - T74 (%) N/S88 - D30 (%)

WT-NLF 94.3 0.1
WT-free 66.1 19.0
N88S-free 25.7 28.7
a Hydrogen bond donors are the side chain amide group of Asn88

and the side chain hydroxyl group of Ser88. Acceptor atoms are the
backbone O of Thr74 and the side chain OD1 of Asp30 (Figure 4E,
F). The presence of a hydrogen bond was inferred from a proton-
acceptor distance of < 2.6 Å and a donor-proton-acceptor angle of
> 120°. Values are given in percent and represent averages over
both subunits and the 1 ns simulation time.

Figure 4. Alternative hydrogen bond pairs 88-30 and 88-
74 in the unliganded WT and N88S mutant structures. Only
the three amino acids involved are depicted in stick repre-
sentation. A+B) unliganded wild-type protease, C+D) unli-
ganded N88S mutant. The snapshots of the WT were taken
at 700 and 150 ps, and for the N88S protease at t ) 250 and
500 ps representing situations in which either the 88-74
(A+C) or the 88-30 (B+D) hydrogen bond is present. E+F)
Schematic representation of the hydrogen bonds observed
during MD simulation in the unliganded N88S protease.
Hydrogen bonds are drawn in blue.

Dynamics of HIV-1 Protease Mutants J. Chem. Theory Comput., Vol. 1, No. 2, 2005319



proteins is frequently critically affected by mutations52-54

and thus may also influence ligand binding affinity due to
the presence of different amounts of “binding-competent”
conformations.55,56The present analysis therefore focused on
the Nelfinavir-bound wild-type protease as well as the free
wild-type and free N88S mutant. Based on the considerations
outlined above, one would expect that binding of the ligand
is facilitated if the “binding-competent” conformation is
already predefined in the unbound form of the protease.

Analysis of the structure in the region of the mutation
revealed that a N88-T74 hydrogen bond exists over 94.3%
of the simulation time for the Nelfinavir-bound wild-type
and may thus be considered as feature of a “binding-
competent” conformation. In the free wild-type and N88S
protease the portion of structures exhibiting this hydrogen
bond is generally lower than in the Nelfinavir-bound form

but differs considerably between both free proteases (66.1%
in the WT vs 25.7% in the mutant; Table 2). This difference
in the population of this hydrogen bond by a factor of∼2.5
between the free wild-type and free N88S protease indicates
that this mutation can actually shift the conformational
equilibrium of the free protease.

Analysis of those conformations that lack the 88-74
hydrogen bond revealed that the predominant alternative
hydrogen bond of residue 88 is formed to the Asp30 side
chain which plays an important role for NLF binding. This
role is evidenced by the fact that a replacement of Asp by
Asn in the active-site D30N mutant leads to NLF resistance.6

Analysis of the geometry of the corresponding region in the
wild-type and N88S mutant (Figure 4) suggests that the 88-
74 and 88-30 hydrogen bonds should be mutually exclusive.
This is confirmed by monitoring the donor-acceptor distance
over the simulation time (Figure 5) showing that both

Figure 5. Distances between hydrogen bond donor and acceptor atoms of Asp30, Thr74 and Asn/Ser88 as a function of simulation
time. Hydrogen bond donor atoms are side chain amide proton of Asn88 and side chain hydroxyl proton of Ser88. Acceptor
atoms are backbone O of Thr 74 (red line) and side chain OD1 of Asp30 (black line). Subunit 1 (left panel), subunit 2 (right
panel). A+B) WT protease liganded with NLF, C+D) unliganded WT protease, E+F) unliganded N88S protease. Analysis of the
hydrogen bonding pattern was performed separately for both subunits in order to take into account the asymmetric structure of
NLF. Distances of ∼2 Å indicate that the groups are sufficiently close for the formation of a hydrogen bond.
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hydrogen bonds never exist at the same time, and a switching
between both conformations is observed instead (Figure 5C,
F).

Interestingly, the alternative 88-30 hydrogen bond is
observed more frequently in the free N88S mutant (28.7%;
Table 2) compared to the free wild-type (19.0%) offering
an explanation for the resistance caused by the N88S
mutation. In addition to this increase of∼50% in the
occurrence of this hydrogen bond, the N88S mutation also
affects theø1 side chain rotamer distribution of Asp30. While
in the simulation of the free wild-type only the-60° rotamer
is observed, an alterative rotamer (ø1 ) ∼ -150°) is detected
in the simulation of the N88S mutant when the 88-30
hydrogen bond is formed. This deviation from thisø1 )
-60° rotamer, that is also present in the Nelfinavir-bound
state, has the consequence that the D30 side chain is rotated
away from the ligand binding pocket in the N88S mutant
(Figure 6) thus no longer providing a suitable interaction
partner for NLF. The fact that such alternative rotamers are
not observed in the free wild-type even when a N88-D30

hydrogen bond is formed can most likely be attributed to
differences in the length and geometry of the Asp88 and
Ser88 side chain. Taken together, there are three structural
properties of the free N88S mutant that clearly differ from
the free wild-type protease thus offering an explanation for
resistance: A decrease in the frequency of the 88-74
hydrogen bond characteristic for the Nelfinavir-bound form
by more than 60%, an increase of the alternative 88-30
hydrogen bond by∼ 50%, and the observation of an
alternative rotamer for D30 which is critically involved in
NLF binding.

For the following reasons it can be excluded that these
structural differences are an artifact resulting from the
simulation or the choice of the starting structures: First, both
simulations of wild-type and mutant unbound protease started
from the same crystal structure and thus differ only by the
presence of the N88S mutation. Second, all starting structures
of the unliganded proteases were generated by removal of
APV and not of NLF from a ligand-bound protease.
Therefore, no information about particular structural proper-
ties of the Nelfinavir-bound form, which could result in a
bias of the corresponding simulations, was “transferred” to
the unbound starting structures. Third, the switching between
different hydrogen bonds shows that the simulation time was
sufficiently long to allow a sampling of these different
conformations rendering an analysis of their relative popula-
tion valid.

Thus, a conformational equilibrium exists for the HIV-1
protease, prior to binding of drug or substrate, between two
populations that differ in their hydrogen bond pattern and
side chain rotamers of Asp30. Due to the N88S mutation,
the equilibrium is shifted toward a conformation that hampers
NLF binding. This interpretation also offers an explanation
for the fact that the effects of the N88S mutation could not
be detected by an energetic analysis of the ligand bound form
and shows that the approach of predicting resistance from
analysis of ligand-bound structures alone cannot generally
be applied.

The influence of a conformational-equilibrium on binding
kinetics has already been described in the literature for
several systems such as thrombin,57 cAMP-dependent protein
kinase,58 and the oestrogen receptor59 as well as aldose
reductase.55,60 Another well-studied example is the binding
of SH3 domains to putative peptide ligands.61 For this system,
manifold conformations exist prior to binding, which are
significantly reduced upon binding and are thus coupled to
a cooperative conformational change. Recently, Perryman
et al.15 also observed a conformational equilibrium in the
unliganded HIV-1 protease that is affected by mutation. In
the V82F/I84V mutant differences in the curling of the
protease’s flap region compared to the wild-type were
detected that resulted in a shift of the equilibrium between
closed and semiopen conformation, thus offering a plausible
explanation for the drug resistance mechanism of this mutant.
Hence, this study is in accordance with the present findings
suggesting that conformational equilibria might generally
play a role for ligand binding and emergence of resistance
for HIV-1 protease.

Figure 6. A) Overlay of the crystal structure of NLF-bound
protease (cyan) with the structure of the free N88S mutation
obtained after 300 ps in the MD simulation (magenta).
Residues D30, N/S88, and T74, that are part of the hydrogen
bonding network, and the inhibitor are shown in ball-and-sick
representation. Residues of the NLF-bound protease are
colored in cpk and those of the free N88S mutant in yellow.
The part of the structure marked by the white square is shown
as enlargement in B) and the alternative hydrogen bonds are
indicated. White dotted lines indicate the N88-T74 and D30-
NLF hydrogen bonds present in the NLF-bound wild-type,
whereas a red dotted line indicates the alternative S88-D30
hydrogen bond present in the free mutant. For the latter
interaction a significant rotation of the D30 side chain is
observed, hampering an interaction with the inhibitor.
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The mechanism suggested by the present study in which
alternative hydrogen bonding patterns play an important role
may also apply to other nonactive site mutations, for example
for L90M which also directly confers resistance although it
does not directly contact the ligand. Analysis of protease
crystal structures containing the L90M mutation62,63 reveals
that the sulfur atom of the methionine is in close spatial
proximity to the active-site residue D25 which is critically
involved in ligand binding. Therefore, one could envisage a
mode of action similar to the N88S mutant in which the
sulfur of M90, that has no equivalent in the wild-type L90,
could function as a novel hydrogen bond acceptor and thus
interfere with the hydrogen bonding network present in wild-
type protease.

More, and possibly also longer MD simulations, will be
necessary for a comprehensive investigation of the role of
unbound conformations in the emergence of resistance caused
by nonactive-site mutations and thus will help to design novel
and more effective drugs, e.g. by targeting different residues
or by developing allosteric inhibitors that are capable of
regulating protease dynamics.
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Abstract: Dynamics of the polymorphic ATB transitions in DNA is compared for two polypurine

sequences, poly(dA).poly(dT) and poly(dG).poly(dC), long known to exhibit contrasting properties

in experiments. In free molecular dynamics simulations reversible transitions are induced by

changing the size of a water drop around DNA neutralized by sodium ions. In poly(dG).poly-

(dC) the BTA transitions are easy, smooth and perfectly reversible. In contrast, a BfA transition

in a poly(dA).poly(dT) dodecamer fragment could not be obtained even though its A-form is

stable under low hydration. An intermediate range of hydration numbers is identified where

opposite transitions are observed, namely, AfB in poly(dA).poly(dT) and BfA in poly(dG).poly-

(dC). The two sequences exhibit qualitatively different counterion distributions, with a charac-

teristic accumulation of sodium in the major groove of poly(dG).poly(dC) and the BfA transition

driven by the electrostatic condensation mechanism. The resistance of the poly(dA).poly(dT)

sequence to adopting the A-form is traced to the specific steric interactions of thymine methyl

groups in the major groove. With these methyls replaced by hydrogens, reversible BTA

transitions become possible and the difference between the two molecules is significantly

reduced. The good overall agreement with experimental data corroborates the general role of

the electrostatic condensation mechanism in the A/B polymorphism in DNA.

Introduction

The double helical DNA may adopt a number of different
structural forms.1 Forms A and B are the most interesting
because they are observed in vivo. The B-form is the
dominant biological conformation, whereas the A-form is
sometimes found in protein-DNA complexes and is consid-
ered as a high energy state adopted temporarily.2,3 Reversible
BTA transitions probably represent one of the modes for
governing protein-DNA interactions. The B-helix is long and
narrow, with its core formed by stacked base pairs. In
contrast, the A-helix is much shorter, and its core represents
a 6 Å solvent accessible hole, with strongly inclined base
pairs wrapping around it. Despite these very different shapes,
both forms are right-handed helical duplexes with identical
topologies and hydrogen bonding; transitions between them

do not require base pair opening or destacking and involve
relatively small conformational barriers.4

The BTA transitions can be also induced in vitro by
changing the DNA environment.5-8 In condensed prepara-
tions, that is, in crystalline and amorphous fibers as well as
in films, DNA always adopts the B-form under high relative
humidity, but it can be reversibly driven to the A-form by
placing the samples under relative humidity below 80%.5,7,8

In aqueous solutions, single DNA molecules exhibit revers-
ible BTA transitions when certain organic solvents are
added.2,6 In both cases, the transition occurs at about the same
water activity suggesting that the BTA conformational
switch is driven by the hydration state of the double helix.9

The most known molecular mechanism proposed by Saenger
et al.10 postulates that, in A-DNA, water molecules form
bridges between consecutive phosphate groups, which is not
possible for the B-form where the interphosphate distances
are too long. Therefore, under low water activity, hydration* Corresponding author e-mail: alexey@ibpc.fr.
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forces impose a more “economical” A-form.10 This elegant
mechanism contradicts, however, some long-known observa-
tions,11 and it does not explain why, in both experiment and
simulations, the B form generally remains stable in high salt
where water activity is also reduced.12-14 Some alternative
mechanisms assume that the BfA equilibrium is governed
by sequence dependent base pair stacking15 as well as the
hydrophobic effect.16,17 Interbase interactions should be
somehow involved because BTA transitions are strongly
sequence dependent. Notably, poly(dA).poly(dT) never goes
to the A-form in condensed state7 and is strongly A-phobic
in solution.18 In contrast, the poly(dG).poly(dC) duplex
reportedly exhibits A-like features even under normal
environment conditions.19-21 Better understanding of the
driving forces of the in vitro BTA transition is essential for
interpretation of its biological manifestations.

A number of theoretical approaches were applied in this
field during its long history.12,15,17,22,23In the recent years,
significant progress has been achieved by using all atom
molecular dynamics (MD) simulations.24-31 Spontaneous
AfB transitions were shown to occur after less than a
nanosecond of conventional simulations with periodical
boundaries.24,30 However, simulations of A-DNA under
similar conditions encountered serious difficulties. In a
homogeneous media composed of experimental concentra-
tions of water, ions, and EtOH the A-DNA duplex was found
to be unstable.26,30 Its dynamics could be observed during a
few nanoseconds under biphasic solvation, with only water
and ions in the inner shell. Transitions from B- to A-DNA
were obtained only with multivalent macroions initially
placed at specific positions around DNA.27 The energetic
balance between the two forms in solution is very delicate
and force field dependent.25,26,32 An important recurrent
feature revealed in these simulations consisted of the
accumulation of free metal cations in the major groove of
A-DNA suggesting that the electrostatic interactions across
the major groove are essential for stabilization of the
A-form26,27,30,33and that they can cause the BfA transition
at least in some cases.

Stable dynamics of A-DNA and reversible BTA transi-
tions can be studied in MD simulations with vacuum
boundaries.31 In this approach, a DNA fragment is placed
in a water drop with the desired number of free ions.34 The
drop size is maintained during simulations by periodical
artificial return of the evaporated water molecules. The
relative stability of A and B forms is modulated by changing
the size of the drop, with spontaneous transitions observed
in both directions and reversed, if necessary. The estimated
critical hydration in the transition point was reasonably close
to experiment without any additional fitting of the force
field,31 suggesting that the physics of the transitions is
reasonably well reproduced even though water drop condi-
tions do not correspond to any earlier experiments. It was
shown that the major driving force of the BfA transition
comes from accumulation of free metal cations in the opening
of the major groove that results in inversion of electrostatic
interactions between the phosphates of opposite backbone
strands. This transition, therefore, is similar to the well-
known phenomenon of free-ion-mediated electrostatic con-

densation of polyelectrolytes, but here it occurs inside the
DNA duplex. With certain assumptions, this mechanism can
be applied to experimental BTA transitions, notably, it offers
a detailed interpretation of the long known cooperative
effects.31 However, the relevance of MD simulation results
to experimental BTA transitions remains an open issue, and
some authors consider that in reality this process should be
too slow to be modeled in a computer.35

To get further insight in the A/B polymorphism in DNA
it is necessary to rationalize the mechanisms of its sequence
effects. A number of such effects were earlier discovered
and studied in detail experimentally.2,7,18,36-38 The relative
A/B propensities of different base pair steps appear such that
they tend to compensate one another, and generic DNA
sequences commonly are neither A- nor B-philic.18 There
are, however, a few sequence motives characterized by very
different A/B propensities. Among them stretches of con-
secutive guanines and adenines (G-tracts and A-tracts,
respectively) represent the most known example. Disclosing
the physical origin of these differences is an important
challenge because these sequences also play special roles in
vivo. They are overrepresented in eukariotic genomes as well
as prokaryotes and archaebacteria39,40and have a long record
of involvement in various biological processes. Contrasting
physical properties of A- and G-tract DNA duplexes are well
characterized.7,20,36,41-54 A systematic review of these data
exists in the literature.55 In G-tracts, the BfA transition is
very easy. The poly(dG).poly(dC) is generally prone to adopt
the A-DNA conformation in conditions where random
sequences stay firmly in the B-form.7,45,48 In contrast, in
A-tracts, the BfA transition is difficult,48,54and it was never
observed for poly(dA).poly(dT) in condensed phase.7,36

The mechanism by which the base pair sequence can affect
ATB transitions is not clear. Early calculations22 demon-
strated that stacking in different base pair steps can partially
account for their A- or B-philicity. A-tracts may be specif-
ically stabilized in the B-form by specific minor groove
hydration patterns56 as well as cross-strand hydrogen bond-
ing.57 There are also evidences suggesting that the exceptional
resistance of poly(dA).poly(dT) to the BfA transition is
related to the thymine methyl groups that form a continuous
hydrophobic cluster in the major DNA groove and provide
several other stereochemical factors that may specifically
stabilize B- versus A-form.18,58

Here we study the aforementioned sequence effects in
BTA transitions by using all atom MD simulations with free
vacuum boundaries. DNA fragments with A- and G-tract
motives are found to be distinctly different as regards their
relative preferences toward B- and A-forms in good qualita-
tive agreement with experiment. In poly(dG).poly(dC)
dodecamer, the BfA transition is easy, smooth and perfectly
reversible. In contrast, only AfB transitions could be
observed in a similar poly(dA).poly(dT) fragment, whereas
attempts of the BfA transition always lead to denaturation.
An intermediate range of hydration numbers is found where
the B-form poly(dA).poly(dT) dodecamer is stable and the
AfB transition is observed, while the poly(dG).poly(dC)
duplex is stable in A-form and makes the opposite transition.
The denaturation of poly(dA).poly(dT) in intermediate

326 J. Chem. Theory Comput., Vol. 1, No. 2, 2005 Mazur



conditions can be prevented by flanking A-tracts with GC
pairs. In this case the BfA transition becomes possible in
long duplexes, but dodecamer fragments stay in B-form down
to very low hydration and then collapse without denaturation,
which makes this process reversible and allows testing the
role of different factors, notably, the thymine methyls. It
appears that with methyls replaced by hydrogens, i.e.,
thymine residues substituted by uracils, the BfA transitions
become possible, and the difference in the relative A/B
philicity between A-tracts and G-tracts is drastically reduced.

Methods
A series of MD simulations was carried out for double helical
dodecamer fragments poly(dA).poly(dT) and poly(dG).poly-
(dC) referred to as T12 and C12, respectively, as well as a
few derivatives of these sequences. The sizes of the water
drop were chosen to provide a hydration number (Γ) of 13,
17, 20, 25, 30, 40, 60, and 80 water molecules per nucleotide.
Additional simulations forΓ ≈ 170 were carried out by using
periodical boundary conditions. The simulations either started
from standard A- and B-DNA states prepared as explained
below or continued from a final state of a previous trajectory
with water molecules added or removed to reach a desired
hydration level. Similar results are obtained with both
strategies. In this way a quasi-static pattern of BTA
transitions can be reproduced that mimics in vitro titration
experiments.

The simulation protocols were similar to the earlier water
drop simulations.34,31We use the internal coordinate molec-
ular dynamics (ICMD) method59,60adapted for DNA61,62with
the time step of 0.01 ps. In this approach, the DNA molecule
has all bond lengths and almost all bond angles fixed at their
standard values. The only variable bond angles are those
centered at the sugar C1′,...,C4′, and O4′ atoms, which
ensures the flexibility of the furanose rings. In contrast, bases,
thymine methyls, and phosphate groups move as articulated
rigid bodies, with only rotations around single bonds allowed.
The highest frequencies in thus obtained models are ad-
ditionally balanced by increasing rotational inertia of the
lightest rigid bodies as described earlier.61,63 The possible
physical effects of the above modifications have been
discussed elsewhere.60,64 The electrostatic interactions are
treated with the SPME method65 adapted for infinite vacuum
boundary conditions.34 The common values of Ewald pa-
rameters were used, that is 9 Å truncation for the real space
sum andâ ≈ 0.35. Reference simulations with periodical
boundaries were carried out as described before,34 with the
standard SPME method in NVT ensemble conditions with a
rectangular unit cell of 45× 45× 65 Å under normal water
density.

The standard initial states were prepared as follows. Either
A- or B-DNA canonical structures66 were first immersed in
a large rectangular TIP3P67 water box and next external
solvent molecules were removed by using a spherical
distance cutoff from DNA atoms. The cutoff radius was

Figure 1. ATB transitions in C12 shown by the dynamics of sugar pucker pseudorotation.92 The boundary pucker values (ca.
0° and 180°) are assigned the black and white colors, respectively, with intermediate values mapped linearly to the gray scale
levels. Therefore, the C3′-endo conformation of the A-form is seen as a nearly black field, whereas typical B-form C2′-endo and
C1′-exo conformations correspond to nearly white and light gray, respectively. Each base pair step is characterized by a column
consisting of two subcolumns, with the left subcolumns referring to the sequence written above in 5′-3′ direction from left to right
and the time averaged phases given on top. The right subcolumns refer to the complementary sequence shown below together
with the corresponding time averaged phases. The starting A- and B-DNA states and the corresponding hydration numbers (Γ)
are included in the labels.
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adjusted to obtain the desired number of water molecules
remaining. The drop was neutralized by randomly placing
Na+ ions at water positions selected so that their distances
from DNA were 5 Å or larger. The initial counterion
distribution was preequilibrated by running 1 ns dynamics
in water drops of 500 molecules for A-DNA and 800
molecules for B-DNA, with DNA atoms restrained to their
initial positions. The final drop size was adjusted by adding
or removing water from the surface. The described procedure
was intended to ensure the start of dynamics from closely
similar states regardless of the drop size.

Every system was energy minimized first with the solute
held rigid and then with all degrees of freedom. Dynamics
were initiated with the Maxwell distribution of generalized
momenta at low temperature. The system was next slowly
heated to 250 K and equilibrated during several picoseconds.
Production trajectories were computed with the temperature
bound to 293 K by the Berendsen algorithm68 with a
relaxation time of 10 ps. For better comparison with earlier
simulations of ATB transitions, the original Cornell et al.
force filed69 was used. Duration of production runs varied
from 2 to 25 ns depending upon the observed character of
dynamics. The conformations were saved with a 2.5 ps
interval. The results were analyzed with in-house routines
and the Curves program.70

Results
Comparative Dynamics of ATB Transitions. The BTA
transition dynamics for C12 are shown in Figure 1 and Figure
2. Simulations starting from A- and B-DNA converged to
identical ensembles of structures. This was checked for
severalΓ values covering the whole range of interest. The
A-form loses stability withΓ J 20, which is similar to earlier
results for the dodecamer CGCGAATTCGCG.31 In contrast,
the low limit of the B-form is shifted to higherΓ values.
With Γ ≈ 30, sugars in the purine strand concertedly switch
to C3′-endo, and for 20< Γ < 30 an intermediate state is
observed, with one strand in nearly A-DNA conformation
and the other closer to the B-form. As a result, the BTA
transition looks easier and much smoother than for CGC-
GAATTCGCG.31 The transition is complete in the center,
and the A-DNA zone gradually spreads toward the termini
as long asΓ is reduced. From the experiment, the B-form is
known to be particularly resistant near the termini.71 For the
CGCGAATTCGCG sequence this B-philicity involved three
base pairs, and it did not change with the duplex length
increased.31 Here this effect is much smaller. All this agrees
with the known A-philicity of the poly(dG).poly(dC).72

Figure 2 shows a quasi-static titration-like pattern of these
transitions as monitored by different structural parameters.
All traces exhibit S- or Z-shaped profiles sometimes with a
very distinct transition zone.73 The A-DNA structures
obtained under low hydration are very close to the canonical
conformation, with the final RMSD values below 2 Å. In
contrast, under the highest hydration, an underwound B-DNA
is observed with a strong bias toward A-form. Similar
deviations were reported earlier by others,21,74,75and they are
partially due to a known force field bias.76

Similar results for T12 are shown in the next two figures.
In this case we failed to obtain a BfA transition despite
many attempts. Trajectories starting from B-DNA withΓ <
20 lead to deformed structures with some base pairs opened.
The corresponding A-form trajectories were stable and
showed no structural trends during reasonable simulation
time (up to 30 ns). ForΓ g 20 normal AfB transitions
were observed, and trajectories converged to similar struc-
tures starting from A- and B-DNA states. Because of the

Figure 2. ATB transitions in C12 monitored by different
parameters. The data were obtained by averaging over the
last 1 ns of trajectories computed with different hydration
numbers. Open and closed squares show the results obtained
from trajectories starting from A- and B-DNA, respectively.
The two top plates show the average groove widths measured
as described elsewhere.31,93 The helical parameters are
computed with program Curves.70 All distances are in ang-
stroms and angles in degrees. The dotted lines mark canoni-
cal A- and B-DNA levels.
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divergence of trajectories one cannot say which of the final
states is more probable belowΓ ≈ 20. However, comparison
of plates A20 and B20 in Figure 1 and Figure 3 shows that
with Γ J 20 opposite transitions are observed in C12 and
T12. In this range of hydration, trajectories starting from A-
and B-DNA were convergent for both duplexes; therefore,
we can conclude that the experimental difference between
poly(dG).poly(dC) and poly(dA).poly(dT) is qualitatively
reproduced. Figure 5 shows the snapshots for T12 and C12
at the end of dynamics withΓ ) 25. For T12 this is a B-DNA
with a narrow minor groove near both ends and a widening
in the middle. A significant number of the Na+ ions are seen
in front of the minor groove. In contrast, C12 gives a typical
A-DNA conformation with a layer of Na+ sandwiched
between the opposite phosphate groups in the narrow major
groove. This “electrostatic sandwich” provides the main
driving force of the B A transition according to the free
counterion driven condensation mechanism.26,33,31

The time averaged pattern of the transitions for T12 is
shown in Figure 4. Compared to that in Figure 2 it shows
similarities as well as differences. The low hydration A-form
structures are very close to those for C12 and the canonical
A-DNA. Unlike for C12, however, the computed high
hydration structures represent rather good B-DNA. Only the
twist remains clearly underestimated in agreement with
earlier reports.76 The traces in Figure 4 are interrupted to
indicate that they perhaps do not sample from a single
continuous transition pathway. Note that whenΓ changes
from 60 to 30 the structures show no trend toward the
A-form. Instead some parameters are nearly stable and other
even exhibit an opposite trend. A shift toward the A-form is
observed under lower hydration, but it is relatively small
and inconsistent in different parameters. This behavior is very
different from C12 as well as the CGCGAATTCGCG
dodecamer,31 suggesting that the T12 structure may be

trapped in a pathway that leads away from the A-form and
the BfA transition would never occur if the corresponding
trajectories were continued.

The major driving force of the BfA transitions is arguably
due to accumulation of free solvent ions in the major DNA
groove.31 Therefore, the difference between T12 and C12
should be also visible in the behavior of counterions. The
corresponding cylindric radial distribution functions are
compared in Figure 6. These patterns provide useful infor-
mation about the structure-specific interactions between DNA
and free solvent cations. Because the duplexes are entirely
covered by water the radial distributions of water oxygens
effectively show the free space around DNA. All this space
is, in principle, accessible for Na+ ions since their size is
not very different from that of water. In the absence of
specific DNA-ion interactions, the solid and dotted traces
in Figure 6 should have similar peak positions. In contrast,
sites of strong Na+-DNA interactions produce separate peaks.
Note also that the height of each peak in a cylindrical
distribution should be multiplied by the corresponding
distance when their relative weights are estimated.

The characteristic distributions for B-DNA are best seen
in the top three plates of T12. The three broad water peaks
at approximately 4, 8 and 12.5 Å correspond, respectively,
to the first water layer in the major groove, the next few
layers in both major and minor grooves and the bulk water
outside DNA radius which is about 10 Å for both A- and
B-DNA. The characteristic A-DNA distributions can be seen
in the bottom two plates of T12 as well as in several plates
of C12. In this case the water radial distributions exhibit two
broad maxima, one in the interior and another in the exterior
of DNA. Each of the many peaks in the Na+ traces
commonly involve contributions from more than one type
of ion-DNA contacts. For instance, the prominent peak at 5
Å from the center of B-DNA results from direct as well as

Figure 3. ATB transitions in T12 shown by the dynamics of sugar pucker pseudorotation. The notation is as in Figure 1.
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water-mediated contacts in depth of both major an minor
DNA grooves. Most interesting for our purposes are the outer
peaks that contain the major part of ions. For B-DNA this is
the broad peak at about 12.5 Å which forms the helical axis.
It corresponds to highly mobile ions involved in nonspecific
phosphate screening. In A-DNA, the major Na+ peak is found
at 10 Å, and it corresponds to the ions sandwiched in the
opening of the major groove as seen in Figure 5.

For C12 even under high hydration the Na+ distribution
is rather different from typical B-DNA. These structures have
a strong negative Xdisp; therefore, the helical axis is shifted
to the major groove and is accessible to water and ions.
Nevertheless, the large majority of counterions are found in
the single broad outer peak characteristic of B-form. This
peak does not change when the amount of water is further
increased. In fact, ion distributions obtained in these condi-

tions are identical to those observed in infinite media with
periodic boundaries.34 In contrast, with reducedΓ, these
counterions are progressively pushed closer to DNA, and,
eventually, they accumulate in the characteristic A-DNA
peak at 10 Å. This peak is predominant withΓ e 30. The
foregoing scenario corresponds to the relatively smooth BfA
transition shown in Figure 1 and Figure 2. The T12 patterns
in the right column are radically different. In this case both
water and Na+ distributions retain the characteristic B-DNA
shapes even withΓ ≈ 20. The ions are not pushed inside
DNA when the outer water shell is reduced, and the Na+

peak at 12.5 Å remains dominant. As shown in Figure 5
many of these ions are aligned along the minor groove
between the two phosphate strands. Such ions are essentially
immobilized because there is not enough water for them to
diffuse elsewhere.

The Origin of the Resistance of poly(dA).poly(dT) to
Adopting the A-Form. The resistance of T12 to the BfA
transition turned out to be only relative because in longer
poly(dA).poly(dT) fragments such transitions were repro-
duced without major difficulties (the results not shown). The
tendency of terminal base pairs to break was overcome by
adding GC pairs at both duplex termini. Nevertheless, the
special case of T12 deserves attention because its distinction
from C12 is in clear correspondence with long-known
experimental data, and it is interesting to clarify the origin
of such behavior at least in simulations. To this end, we
carried out a series of additional calculations with varied

Figure 4. ATB transitions in T12 monitored by different
parameters. Solid squares show results for Γ g 20 that were
similar for trajectories starting from A- as well as B-DNA. Open
squares show results obtained form trajectories starting from
A-DNA only. Other notation is as in Figure 2.

Figure 5. Stereo snapshots of the convergent final states of
T12 and C12 in a water drop corresponding to Γ ) 25. The
Na+ ions are shown by spheres.
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conditions. (i) It was checked that the A-form of poly-
(dA).poly(dT) is sufficiently stable with respect to the base
pair opening. The forced breaking of one base pair did not
perturb the overall structure even in very long simulations
under intermediate hydration. (ii) The collapse of T12 under
low hydration is reproduced when the size of the water drop
is reduced gradually in several steps by removing each time
only outer molecules not in contact with ions. This proves
that the observed onset of denaturation is not caused by the
initial conditions when the B-form is immediately placed
under low hydration. (iii) The BfA transition still does not
occur when the base pair opening is prevented by placing
GC pairs at both termini (CT10C dodecamer). Starting from
the B-form this duplex remained stable even underΓ ) 17.
With Γ ) 13 water started to leave the minor groove and
the structure exhibited irregular deformations that drove it
to a shrunk collapsed conformation but not to the A-form.
At the same time, the CT10C duplex exhibited higher
stability in the A-form, with AB transitions observed only
beyondΓ ) 25.

Figure 7 compares the conformations of C12 and CT10C
observed in simulations starting from the canonical B-DNA
underΓ ) 13. For C12 this is an A-form structure with a
very straight helical axis. In contrast, the CT10C structure
represents a strongly curved B-like duplex with the minor
groove closed near one end. The strong bend was evidently
due to several Na+ ions sandwiched between the opposite
phosphates in the locally narrowed major groove also seen
in Figure 7. In this region, the major groove width is similar
to that in A-DNA; therefore, the main driving factor of the
BfA transition is present and it is sufficiently strong to bring
the opposite phosphates together, but the overall duplex
structure prefers to deform rather than go to the A-form. The
CT10C transition from straight B-DNA to the shrunk
structure in Figure 7 is easily reversible. With a few outer
water shells added, the Na+ ions rapidly leave the major
groove, the helical axis straightens up, and water invades
the collapsed region of the minor groove.

Earlier it was noticed that the thymine methyl groups affect
a number of different interactions involved in BTA transi-
tions.18,58The array of thymine methyls in the major groove
of poly(dA).poly(dT) strongly stabilize the B-DNA confor-
mation,58,77both mechanically and via the hydrophobic effect,
which would hinder the BfA transition. The distinct
behavior of the CT10C duplex gives an opportunity to check
this hypothesis. To this end we carried out a series of
additional simulations for an analogous dodecamer duplex
with thymine methyls replaced by hydrogens (CU10C). To
avoid the possible additional effect of the charge redistribu-
tion inside pyrimidine rings all atoms in the newly obtained
uracil residues had parameters identical to those in thymine,
whereas the H6 hydrogens carried a residual charge identical
to that of the thymine methyl group. The results obtained
appear in Figures 8-10. It is readily seen that they agree
with the above hypothesis. With C6 pyrimidine methyls
replaced by hydrogens the BfA transition becomes possible,
and reversible BTA transition are observed in the same range
of hydration numbers as in C12 and earlier in CGCGAAT-
TCGCG.31 The transition patterns in Figure 8 resemble those
in Figure 1 in that the sugars in the purine strand switch
from C2′-endo to C3′-endo early in the BfA transition. The
BfA transition occurs with somewhat lowerΓ values
suggesting that the CU10C duplex is less A-philic, which is
also seen in Figure 9. Unlike for C12, the ion and water
radial distributions obtained in large drops as well as with
periodical boundaries exhibit clear B-DNA patterns with the

Figure 6. Cylindrical radial distribution functions for water
oxygens (solid lines) and Na+ ions (dashed lines) around C12
and T12. DNA structures saved in the last nanosecond of
dynamics together with surrounding water and counterions
were superimposed with the canonical canonical B-DNA with
the global coordinate OZ direction as the common helical axis.
The Na+ ions and water oxygens were counted in coaxial 0.1
Å thick cylinders. The distributions are volume normalized,
that is scaled with a factor of 1/r, and the final plots were area
normalized to fit the same scale. The corresponding hydration
numbers are shown on the right.

Figure 7. Stable conformations of C12 and CT10C under Γ
) 13.
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center of the duplex inaccessible for the solvent (see Figure
10). Overall this behavior resembles that of C12 as well as
CGCGAATTCGCG,31 but it is radically different from T12
and CT10C in agreement with an earlier suggested key role
of the thymine methyls in the poly(dA).poly(dT) resistance
to the BfA transformation. These results show also that the
thymine methyls affect the B-DNA structure under high
hydration and not just the BTA transition state.

Discussion
The striking contrast in the A/B polymorphism of poly-
(dA).poly(dT) and poly(dG).poly(dC) is a very long-known
unexplained phenomenon.78 Owing to the recent progress
in the force field development69,79 it is now possible to
reproduce this effect in atomistic detail in a computer. The
DNA structures computed in the course of this study are
reasonably close to experiment, and several important earlier
findings are qualitatively reproduced. (i) There is a range of
hydration numbers where poly(dA).poly(dT) and poly-
(dG).poly(dC) are stable in B- and A-forms, respectively,
with reproducible opposite transitions observed for the two
sequences. Even with no additional force field fitting applied,
the characteristic hydration values are close to experiment.
(ii) The C12 dodecamer exhibits a very easy and smooth
BTA transition under relatively high humidity, with its
B-form featuring a strong A-DNA bias. (iii) The T12
dodecamer refuses to take the B-to-A transition pathway and
is prone to denaturation. At the same time, longer poly-
(dA).poly(dT) fragments with GC termini can reversibly
transform. These features resemble the experimental behavior
of poly(dA).poly(dT) which is B-philic and tends to collapse
instead of a BfA transition but still can go to the A-form
in long A-tracts in solution.80

Under low humidity, all trajectories converge to similar
A-form conformations that seem to be independent of the
sequence and are always very close to the fiber canonical
A-DNA. In contrast, a much more significant and sequence
dependent divergence from experimental structures is ob-
served for B-DNA. This result is in a surprising cor-
respondence with experimental data. The high regularity and
the absence of sequence effects for A-form was noticed long
ago for X-ray fiber diffraction patterns7 and later confirmed
in the ensemble of single-crystal A-DNA structures.81 Thus,
in both experiment and simulations, the A-form of DNA is
virtually insensitive to the base pair sequence. One should
note, in addition, that it is much less sensitive to the accuracy
of the force field than the B-form. Really, despite specific
fitting of empirical potentials, at present, B-DNA structures
obtained in free simulations only rarely approach experi-
mental conformations closer than 2.5-3.0 Å RMSD for
dodecamer duplexes. This is significantly higher than the
RMSD numbers observed for A-DNA without any additional
parameter fitting. All these observations are consistently
explained if we assume that the A-form is dominated by the
ion/phosphate “electrostatic sandwich” in the major groove.
The strong interactions of phosphate groups with metal
cations effectively impose geometric constraints upon the
interphosphate distances and suppress all other factors that
might affect the overall structure. The same interactions can
maintain A-DNA in protein complexes. Interestingly, in all
such structures refined until now the major DNA groove is
exposed to solvent, with protein-DNA contacts limited to
the minor groove only.

The observed systematic bias in the computed B-DNA
conformations is similar to earlier reports.21,74,75The Cornell
et al. parameters69 tend to underestimate the helical twist in
B-DNA,76 and for the sequences studied here this bias is

Figure 8. ATB transitions in CU10C shown by the dynamics of sugar pucker pseudorotation. The notation is as in Figure 1.
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perhaps the largest. The computed poly(dA).poly(dT) con-
formations are relatively close to the canonical B-DNA
structure although, as earlier,82 it is underwound by ca. 4°
with respect to experiment in solution.41-43 For poly-
(dG).poly(dC) a similar bias results in structures with very
A-like helical parameters although the sugar pseudorotation
dynamics features mainly south/east phases characteristic of
B-DNA (see Figure 1). Earlier such structures were consid-
ered as strongly underwound B-DNA or as A-DNA with
B-like backbone.21,74,75It is difficult to tell exactly how strong
these deviations are with respect to experimental data.
Compared to free G-tracts in crystals the computed structures
deviate toward the B-form. However, these X-ray data are
hardly appropriate for comparison because they all are
obtained for a unique A-DNA specific packing characterized
by very special DNA-DNA interactions in the minor
groove.83 In contrast, compared to G-tracts in protein-DNA

complexes, the computed structures deviate toward the
A-form. However, it is also not clear if these data are relevant
for comparison. For instance, there is a G5-tract in the
complex of the refined structure of DNA polymerase Y.84

This G-tract is protruding from the enzyme active center and
makes no contacts with the protein. Its structure features a
normal B-DNA conformation with south sugar puckers and
the average twist of 34.2°, i.e., rather close to that of generic
B-DNA. This value, however, diverges from experiments
in solution (ca. 32.7° for long G-tracts41) suggesting that the
structure may still be affected by the crystal environment.

The foregoing arguments show how challenging is the
problem of modeling of sequence effects in DNA. On the
other hand, NMR and circular dichroism (CD) studies in
solution qualitatively agree with the character of G-tract
structures obtained here and earlier by others with the same
force field. The corresponding CD data suggest that the high
hydration conformation of poly(dG).poly(dC) already has an
A-like base pair stacking.21,74 Nevertheless, these structures
cannot be assigned to the A-form because the sugar phases
determined by NMR are all in the south and because a
cooperative transition to a genuine A-form is still distin-
guishable in solution as well as in crystalline fibers.19 Since
the corresponding spectral changes are relatively small, they
can well result from a transition pattern similar to that in

Figure 9. ATB transitions in CU10C monitored by different
parameters. Open and closed squares show the results
obtained from trajectories starting from A- and B-DNA,
respectively. Other notation is as in Figure 2.

Figure 10. Cylindrical radial distribution functions for water
oxygens (solid lines) and Na+ ions (dashed lines) around
CU10C. See details in the legend to Figure 6.
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Figure 2, with sugar phases switching to the north and
grooves changing their width, but relatively minor shifts in
helical parameters.

A number of earlier observations indicate that, during the
BTA transition, the double helical DNA temporarily loses
its stability. With reduced water content in solution the
melting temperature of B-DNA first decreases and then goes
up, with a minimum passed before the BfA transition
occurs.85 In some sequences even a temporary denaturation
takes place followed by renaturation in the A-form when
the intermediate range of hydration is passed.86 The base
pair opening in the AT-alternating sequence may also explain
the reportedly very slow relaxation kinetics of BTA transi-
tions in this duplex.35 Therefore, the onset of denaturation
in T12 in our simulations is not completely surprising. This
DNA fragment as well as CT10C may represent examples
of duplexes that are stable in A- as well as B-forms but
cannot sustain the intermediate conditions. Similar experi-
mental examples exist in the literature.86 It is understood that,
if the transition pathway passes through a denaturated state,
it could not be reproduced in calculations.

A number of possible mechanisms were earlier discussed
in relation to the resistance of poly(dA).poly(dT) to the BfA
transition. This sequence effect can originate from specific
base stacking as well as DNA-solvent interactions, but all
such factors are mixed and difficult to separate.15,22,17 For
instance, the distinctive narrow minor groove of the B′-form
of poly(dA).poly(dT)87 is probably due to internal interac-
tions, but it is also sealed by a very stable water spine
hydration structure in the minor groove.88 Moreover, the
narrow groove should produce a 2-fold effect upon the
counterion distribution around DNA.33,55 The free positive
ions should tend to accumulate in front of the narrow minor
groove, and, simultaneously, their concentration in the major
groove is reduced. All these features should stabilize the
B-form and hinder the BfA transition. Different authors
earlier pointed to thymine methyls as the probable principal
cause of this effect.17,18,31 We are not aware of published
experiments on BTA transitions in poly(dA).poly(dU), but
a generally strong effect of C6 substitutions in the uracil
residue is well-known.77,86 Here this hypothesis has been
confirmed in realistic atom-level simulations. The thymine
methyls generally do not hinder BTA transitions in water
drop simulations with sequences other than poly(dA).poly-
(dT), for instance, poly(dAT) (unpublished results of the
author). In contrast, for short fragments of poly(dA).poly-
(dT) their effect is very strong, which allowed us to set up
a direct “yes or no” test.

Three different mechanisms of the thymine methyl effect
were proposed earlier. (i) These groups may hinder a negative
slide movement involved in the BfA transition.17 (ii) They
form a continuous nonpolar cluster in the major groove of
B-DNA that should provide additional hydrophobic stabiliza-
tion.18 (iii) They reduce the accessible volume of the major
groove, which may prevent accumulation of free solvent
cations.31 Our results agree with the first two explanations
better than with the last one. Really, it turns out that, with
removed methyl groups, the properties of B-DNA under high
hydration are strongly affected and not just the BfA

transition state. It should be noted that all electrostatic
properties of uracil bases here were nearly identical to those
of thymines. Therefore the effect cannot be due to different
ring stacking angles and should be due to either major groove
hydration or some steric factors related to the arrays of
methyl groups in tracts of stacked thymines.

Many years ago, the contrasting propensities of poly-
(dA).poly(dT) and poly(dG).poly(dC) to adopt A- and
B-forms presented the first experimental demonstration of
sequence dependent properties of the double helical DNA
structure.78 Since then the repertory of reported sequence
effects has many times increased, and yet the exact physical
origin of this particular difference remains controversial. It
is shown here that ATB transitions observed in water drop
simulations exhibit clear trends qualitatively similar to the
long known experimental observations. These results cor-
roborate the putative general role of the intraduplex elec-
trostatic condensation mechanism for ATB transitions in
DNA in vitro and suggest that future studies in the same
direction can give more definite answers to the issues
discussed here.
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Abstract: The reactivity of the hydroperoxy radical with R-tocopherolsa prototype of the chemical

reactions involved in biological antioxidant actionsswas studied theoretically. Two pathways

were analyzed: hydrogen abstraction from the phenolic hydrogen and hydroperoxy addition to

the aromatic ring. The reaction paths for the two mechanisms were traced independently, and

the respective thermal rate constants were calculated using variational transition-state theory

with multidimensional small-curvature tunneling. The reactivity of the hydroperoxy radical was

found to be dominated by the hydrogen abstraction mechanism on R-tocopherol, with a rate

constant of 1.5 × 105 M-1 s-1 at 298 K. It was also found that the mechanism of the reaction

is not direct but passes through two intermediates, one of which may have a significant role in

preventing the pro-oxidant effects of R-tocopherol.

1. Introduction
Vitamin E is the most important lipid-soluble peroxyl radical
trapping antioxidant, retarding the oxidative degradation of
lipids,1,2 being located in the lipophilic domains of mem-
branes and lipoproteins.3 Its role is to react with the peroxyl
radicals present in the cytosol, preventing the chain reactions
that lead to lipid peroxidation of the lipidic parts of
membranes and lipoproteins.3,4 The most active form of
vitamin E isR-tocopherol (R-TOH).

Considerable experimental work has been devoted to the
study of the activity of free-radical-chain-breaking antioxi-
dants on biological systems.2,5,6 R-TOH and coenzyme Q
(CoQ) partition in the lipid bilayer and act as natural radical-
trapping antioxidants, avoiding or at least significantly
reducing free radical reaction damage in the cytosol.7-10 From
these studies it can be concluded that the antioxidant activity
of R-tocopherol depends largely on its location. Thus, its
scavenging activity is more pronounced in solution than in
membranes and micelle systems,11-13 and, when in solution,
it significantly depends on the solvent.14 This dependence
has been partially ascribed to the possibility of hydrogen
bonding with the solvent.14 It has been found that the relative
antioxidant activities ofR-tocopherol versus coenzyme Q

are as follows: CoQ> R-TOH in LDL; CoQ < R-TOH in
homogeneous solution; and CoQ≈ R-TOH in aqueous lipid
dispersions.15

It is also well-known thatR-tocopherol can act as a pro-
oxidant molecule.6 This is a result of the relatively long life
of theR-tocopheryl radical (R-TO‚) formed after the proton-
transfer reaction

takes place. ThisR-tocopheryl radical can react with lipids
present in the nearest environment (membranes or lipopro-
teins) rather than reacting with other molecules that would
regenerate theR-tocopherol, such as vitamin C or CoQ.
Fortunately, the rate of the hydrogen abstraction reaction
from lipids is very slow. Hence, even though lipids are in
close contact with the recently formedR-tocopheryl radical,
it is rather unlikely that in the usual in vivo conditions the
hydrogen abstraction reaction from lipidic chains should
occur. Thus, theR-tocopheryl radical will rather remain
unmodified until a proper vitamin E regenerator reacts with
it, transferring it a proton to formR-tocopherol.

In previous papers we studied for the first time the
mechanism and kinetics of reactions between CoQ and the
OH radical (theoretically and experimentally)16 and between
CoQ and the OOH radical (only theoretically).17 In this last* Corresponding author e-mail: corchado@unex.es.

R-TOH + ‚OOH f R-TO‚ + HOOH
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case, directly related with the aim of the present work, we
found that the OOH free radical attacks CoQ via two
mechanisms: a hydrogen abstraction reaction from the
phenolic hydrogen on the reduced form of CoQ (ubiquinol)
and addition on the oxidized form (ubiquinone). We found
that the reactivity of the OOH radical is dominated by the
hydrogen abstraction reaction, with a rate constant of 5.3×
105 M-1s-1 at 298 K.

In the general context of the study of the antioxidant
activity, and as a continuation of our previous studies with
CoQ, in the present work we study the gas-phase reactivity
of R-tocopherol with the hydroperoxy radical (HOO•) as a
model of the reactions against oxidative stress that take place
in biological systems without including environmental ef-
fects. The aim is 3-fold: first, to propose a mechanism to
account for the attack of the hydroperoxy radical on
R-tocopherol, i.e., to analyze theoretically the possible
pathways; second, to obtain theoretical kinetics information;
and third, to compare the antioxidant activity of the two
potent natural radical scavengers,R-TOH and CoQ. In
Section 2, we describe the theoretical methods and compu-
tational details used in the work; results and a discussion
are given in Section 3; and conclusions are presented in
Section 4.

2. Methods and Computational Details
Modeling. Because of the large size for our molecular system
and the great number of calculations performed in the
reaction path constructions, the real biological reaction was
modeled in the following way. First, we replaced the
trimethyltridecyl and methyl chains attached to carbon 2 in
the R-tocopherol molecule by hydrogen atoms (see Figure
1). These chains have a prominent role in anchoring the
tocopherol molecule to the membrane and restricting its
mobility. However, it is very unlikely they have any major
influence on the reactivity of the system, since the reactive
part of tocopherols is the cromanol ring, which has been kept
unchanged in our model system. Moreover, these chains are
protected by the lipidic environment against attack from

cytosolic radicals; only part of the cromanol ring projects
out from the membrane,3 and this is the only point where
reactions with polar molecules solvated by cytosolic water
can take place. Therefore, we modeled theR-tocopherol
molecule by the 5,7,8-trimethylcroman-6-ol molecule (Figure
1). A similar model reducing the size of the real system had
already been used with success in our previous studies of
CoQ,16,17 and it was consistent with the conclusions of Foti
et al.18 that the hydrogen abstraction reaction from CoQ is
independent of the size of the chain attached to the aromatic
ring.

Second, while the theoretical study was performed in the
gas-phase, given the nonpolar character of the natural
environment (lipid bilayer), one can reasonably assume that
the conclusions will be roughly the same in both environ-
ments.

To study all the possible side reactions that can take place
betweenR-tocopherol and the hydroperoxy radical, we took
two mechanisms into account: the hydrogen abstraction
reaction and the reaction of addition to the aromatic ring.
With respect to the hydrogen abstraction mechanism, we
considered that the hydroperoxy radical can abstract either
the phenolic hydrogen (attached to the oxygen on carbon 6)
or any of the methylic hydrogens (from the methyl groups
attached to carbon atoms 5, 7, and 8). With respect to the
addition reaction, we also take into account four addition
centers, namely carbons 5, 6, 7, and 8. Therefore, we took
eight possible reactions into account, four hydrogen abstrac-
tion reactions and four addition reactions, as shown in Figure
2.

Electronic Structure Calculations.The geometries of the
reactants (R-TOH and‚OOH) and products (four abstraction
products plus HOOH, as well as four addition products) were
optimized using hybrid density functional theory (DFT) as
implemented in the Gaussian 9819 suite of programs.
Exchange and correlation were treated by the BHandHLYP
method, which is based on Becke’s half-and-half method20

and the gradient-corrected correlation functional of Lee, Yang
and Parr,21 using the 6-31G basis set.22 We will denote this
level by its usual abbreviation:

• BHandHLYP/6-31G (hereafter called Level 0).
Vibrational frequencies were calculated using Level 0 in

order to check that these geometries correspond to true
minima on the potential energy surface, verifying that all
the vibrational frequencies are real. Tables listing the
geometries, energies, and vibrational frequencies of all the
stationary points are given as Supporting Information. For
the most favorable reaction channels (see Section 3) we
located their saddle points and calculated reaction barrier
heights using Level 0, checking the nature of the saddle
points by verifying that they possess a single imaginary
frequency. Starting from a saddle point, we followed the
reaction path both toward reactants and products,23 calculat-
ing vibrational frequencies after projecting out the motion
along the reaction path using redundant internal coordinates.24

When following the reaction path for the hydrogen
abstraction reaction from the phenolic hydrogen, we found
a minimum on the reactant side and another minimum on
the product side. The two minima, which we will denote as

Figure 1. Numbering scheme for R-tocopherol and its model
system employed in the present calculation.
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reactant well and product well, were further optimized and
their vibrational frequencies were calculated using Level 0.
Both were true minima (all the vibrational frequencies were
real). Geometries, energies, and vibrational frequencies of
the computed saddle points and complexes are also given
as Supporting Information.

Dynamics Calculations.The kinetics study of the selected
reaction mechanisms ofR-tocopherol with the hydroperoxy
radical were carried out using the direct dynamics approach,25

by using the information on reaction paths described above
and a mapping interpolation procedure,26 in order to minimize
the errors caused by the limited information we calculated.
Rate constants were estimated using canonical variational
transition state theory (CVT).27 Quantum effects on motions
transversal to the reaction path were included using quantum-
mechanical vibrational partition functions in the harmonic
oscillator approach, while quantum effects on the motion
along the reaction path were included using a semiclassical
multidimensional method for tunneling, namely the small-
curvature tunneling method (SCT).27 Kinetics calculations
were performed using the Polyrate28 and Gaussrate29 com-
puter codes.

It has been found that DFT methods usually underestimate
barrier heights for hydrogen abstraction reactions, and an
alternative DFT method has been devised for the accurate
description of these barrier heights, denoted MPW1K.30

Moreover, it is clear that the results also depend on the basis
set employed in the calculations. To check the accuracy of
our calculations, we performed selected single-point calcu-
lations using both BHandHLYP and MPW1K functionals
and several extended basis sets, namely 6-311G(2d,p),31

6-311+G(d,p),31 6-311G+(2d,p),31 and MG3.32 These single-
point calculations will be denoted by the usual double-slash
notation:

• MPW1K/6-311G(2d,p)//Level 0 (hereafter called Level
1),

• BHandHLYP/6-311+G(d,p)//Level 0 (Level 2),
• BHandHLYP/6-311G(2d,p)//Level 0 (Level 3),
• BHandHLYP/6-311+G(2d,p)//Level 0 (Level 4),
• MPW1K/MG3//Level 0 (Level 5).
Using Level 1 we calculated single-point energies at

selected points along the reaction path, while Levels 2
through 5 were used for single-point calculations only at the
most relevant stationary points (reactants, products, and
saddle point). This information was conveniently interpolated
using the methods of ref 33 in order to perform dual-level
kinetics calculations.34 The dual-level kinetics calculations
will be denoted using the recommended triple-slash notation,
X//Y///Z, where the term to the right of the triple-slash, Z,
denotes the lower level (Level 0), while the term to its left,
X//Y, denotes the higher level (Levels 1 through 5).

3. Results and Discussion

Thermochemistry. As we noted in Section 2, we considered
eight possible reactions: four abstraction reactions, namely
Rabs1, Rabs2, Rabs3, and Rabs4, and four addition reactions,
namely Radd1, Radd2, Radd3, and Radd4, as shown in
Figure 2.

A priori, abstraction reactions seem to be more plausible,
since addition reactions involve the breaking of the aroma-
ticity of the system. Moreover, taking into account that the
bond dissociation energies (BDE’s) of C-H bonds are
usually higher than those of phenolic O-H bonds,35 from
simple inspection of the products, chemical intuition leads
us to predict that the most exothermic abstraction reaction
will be Rabs2. Table 1 lists the calculated changes in the
classical (Born-Oppenheimer) energy for the four abstrac-

Figure 2. Reaction mechanisms taken into account for the
R-tocopherol + ‚OOH reaction.
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tion reactions. Only Rabs2 is an exoergic reaction. It can
also be seen that Rabs1, Rabs3, and Rabs5 have similar
endoergicity, which can be attributed to the fact that the bond
being dissociated is the same (C-H bond) and their
environments are quite similar. Since the differences in
exoergicity between Rabs2 and the other abstraction reactions
are greater than 15 kcal/mol, one can expect that the only
significant abstraction reaction will be Rabs2, and this is the
only abstraction reaction that we will study further. With
respect to the addition reactions (Table 1), it seems that
Radd2 and Radd3 are the most plausible reactions. Although
they are endoergic, addition reactions sometimes show low
activation energies, and in principle they could compete
kinetically with the abstraction reaction Rabs2. Therefore
we will continue with the study of Radd2 and Radd3 despite
the differences in energy changes with respect to Rabs2
(more than 10 kcal/mol).

The geometry and energy (measured with respect to the
reactants) of the saddle points along the most favorable
reaction paths, namely, Rabs2, Radd2 and Radd3, are also
listed in Table 1. It is also interesting to look at the changes
of some geometrical features as the reactions proceed. Thus,
in the addition reactions, the bonds being formed are
significantly stretched at the saddle points for Radd2 and
Radd3, being somewhat larger than a single C-O bond
(1.435 Å in methanol, for example) and slightly shorter for
Radd2, in agreement with the fact that this reaction shows a
lower barrier if we assume that the reason is that the new
bond is stronger. With respect to the abstraction reaction,
the bond being broken is about 11% larger than in the

reactants (1.063 versus 0.960 Å), while the bond being
formed is 41% larger than in the products (1.367 versus 0.968
Å), i.e., the saddle point resembles reactants rather than
products (it is an early transition state). Note also that the
bond between carbon 6 and the phenolic oxygen is shortened.
The reason is that the radical being formed is starting to take
on part of the aromatic structure, and the C-O bond is
starting to take on some double-bond character.

Kinetics. As the starting point in our kinetics studies, we
located the saddle points along the reaction paths for the
three selected reactions, namely Rabs2, Radd2, and Radd3
(Table 1). There are several features we would like to note.
First, the reaction barrier is lower for the Rabs2 case. Second,
the most endoergic reaction, Radd2, shows a lower barrier
height than Radd3. Third, while the saddle point for Rabs2
maintains the aromaticity of the ring, the saddle points for
Radd2 and Radd3 lose part of this aromaticity, as is
manifested by a deviation of the planarity of the carbon to
which OOH is being bonded with respect to the remaining
carbons. The latter observation agrees with the fact that
addition reactions show a higher barrier. Since Radd3 has a
barrier about 3.5 kcal/mol higher than Radd2, in the rest of
the paper we will consider that the only plausible path for
an addition reaction is the addition to carbon 6, and therefore
only take into account the competition between the abstrac-
tion Rabs2 and the addition Radd2 reactions.

After calculating the saddle points, we followed the
reaction paths for both reactions and used this information
to calculate the CVT rate constants and SCT transmission
coefficients. The resulting CVT/SCT rate constants are listed
in Table 2 for the temperature range 250-600 K, using Level
0. Several features merit discussion.

The rate constants for the abstraction reaction are several
orders of magnitude greater than the rate constants for the
addition reaction. Therefore, we can consider that the reaction
betweenR-tocopherol and the hydroperoxy radical occurs
exclusively by hydrogen abstraction of the phenolic hydro-
gen. There are three reasons why this is the only reaction
that takes place. First, from an energy point of view, both
the saddle point for the abstraction reaction and the products
keep the aromaticity of the cromanol ring, while the addition
reaction involves losing this aromaticity. Thus, the energy
barrier against the reaction is about 2.5 kcal/mol lower for
the abstraction case.

Table 1. Energy Changes (in kcal/mol) for the Eight
Reactions and Selected Saddle Points Calculated Using
Level 0 (Distances are in Å)

Table 2. Rate Constants and Transmission Coefficients
for the Rabs2 and Radd2 Reactions (in M-1 s-1) at Level 0

Rabs2 Radd2

T (K) CVT κ(SCT) CVT‚SCT CVT κ(SCT) CVT‚SCT

250 9.8(+03)a 9.1 8.9(+04) 3.0(-02) 0.9 2.7(-02)
275 1.9(+04) 6.4 1.2(+05) 1.3(-01) 0.9 1.2(-01)
298 3.1(+04) 4.9 1.5(+05) 4.3(-01) 0.9 3.7(-01)
300 3.2(+04) 4.8 1.5(+05) 4.7(-01) 0.9 4.1(-01)
325 5.1(+04) 3.8 2.0(+05) 1.4(+00) 0.8 1.2(+00)
350 7.8(+04) 3.1 2.5(+05) 3.6(+00) 0.8 3.0(+00)
400 1.6(+05) 2.4 3.8(+05) 1.7(+01) 0.8 1.4(+01)
500 4.7(+05) 1.6 7.6(+05) 1.7(+02) 0.8 1.4(+02)
600 1.0(+06) 1.3 1.4(+06) 8.3(+02) 0.3 6.9(+02)

a 9.8(+03) stands for 9.8 × 10+03.
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Second, from an entropy point of view, the abstraction
reaction is also favored. In both cases, as the reaction
proceeds the relative motion of the two reactants is hindered,
and some entropy is lost. However, in the abstraction reaction
there is a cleavage of an O-H bond, while a new O-H bond
is being formed. This leads to a larger amplitude motion of
the hydrogen being transferred, increasing the entropy of this
part of the system with respect to the reactants. This effect
does not occur in the addition reaction, where there is a more
subtle rearrangement of bonds and electronic structure, with
a much smaller effect on the entropy of the system.
Therefore, from an entropy point of view, the abstraction
reaction is also favored. It can be analyzed quantitatively in
a simple way by comparing the vibrational zero-point
energies of the saddle points of the two reactions. Thus, while
the zero-point energy of the saddle point of Rabbs2 is 175.5
kcal/mol, for Radd2 it is 178.3 kcal/mol, almost 3 kcal/mol
higher.

Third, the transmission coefficient, which mostly takes into
account quantum effects on the motion along the reaction
path, increases the abstraction reaction by about a factor of
5 at 298 K, while it slightly diminishes the addition
reaction.38 This behavior was to be expected, since the
abstraction reaction involves the motion of a light particle
(a hydrogen atom) that can easily tunnel through the reaction
barrier, while the addition reaction involves the movement
of heavy atoms. In fact, at 298 K, about 80% of the
abstraction reaction is due to tunneling.

Thus, the effective classical barrier height is expected to
be around 6 kcal/mol lower for the abstraction reaction, and
quantum effects are expected to lower this barrier much more
than the addition reaction barrier. Addition can therefore not
compete with abstraction.

These results agree with those obtained for the CoQ+
OOH reaction,17 where the hydrogen abstraction reaction is
also the dominant mechanism, although in that case only
50% of the reaction at 298 K is due to tunneling.

Influence of the Level of Calculation.The computational
requirements for the thermochemical calculations of eight
reactions and two converged rate constants for a system of
this size are extremely high. This is why we selected a quite
small basis set for our calculations (Level 0). Although it
has been pointed out that DFT methods are not as sensitive
as ab initio methods to the size of the basis set,40 we decided
to check the accuracy of our calculations against experimental
values and higher-level calculations.

Table 3 lists the energy and enthalpy changes at 298 K of
reaction and activation (estimated at the saddle point)

calculated for Rabs2 using the different levels listed in
Section 2. We shall begin by analyzing the reaction enthalpy.
The experimental value of the enthalpy of reaction at 298 K
as predicted by the differences in bond dissociation energies
of the O-H bond inR-tocopherol (77.3( 1.0 kcal/mol)36

and hydrogen peroxide (88.2( 1.0 kcal/mol)41 is -10.9(
2.0 kcal/mol. Therefore, all of the methods predict a reaction
less exothermic than the experimental reference values, Level
0 being the one that shows closest agreement taking into
account the experimental error bar, and the MPW1K-based
levels being the ones that deviate the most. The reason the
smallest basis set gives the value closest to experiment is
that errors in the bond dissociation energies compensate each
other. Table 4 lists the BDE’s ofR-tocopherol and hydrogen
peroxide computed using the BHandHLYP based levels. As
one increases the basis set, both BDE’s come closer to the
experimental values, but theR-tocopherol BDE is improved
more than the hydrogen peroxide BDE. As a result, increas-
ing the basis set leads to poorer results, and Level 0 seems
to give a more balanced description of the reaction. This
seems be a general behavior for these systems, because a
similar result was found in our previous study of the CoQ+
OOH reaction.17

With respect to the barrier height, direct comparison with
experimental or theoretical works is unfortunately not
possible because such information is unavailable. We found
that, leaving aside Level 0, the levels based on the MPW1K
functionals (Levels 1 and 5) predict lower barrier heights
than the BHandHLYP-based methods (Levels 2,3,4). In both
cases, changes in the basis sets modify the computed
magnitudes by about 1 kcal/mol for methods that use the
same functional, confirming the conclusion of Koch and
Holthausen40 that DFT methods are fairly insensitive to the
size of the basis set. In sum, Level 0 predicts the most
exothermic reaction and the lowest barrier height, and based
on its best agreement with the only experimental magnitude
available, the enthalpy of reaction at 298 K, it will be the
level of calculation used in the remainder of the paper.

To complete the check of the levels and basis sets, Table
5 lists the dual-level rate constants for Rabs2 at 298 K, using
different functionals and basis sets. This table shows that
increasing the level of calculation leads to a severe under-
estimate of the rate constant as compared with the value of
the reaction betweenR-tocopherol and thetert-butylperoxyl
radical in a nonpolar solvent, cyclopentane, which is the
system closest to our reaction that has been measured
experimentally.42 The reason is the higher barrier to the
reaction predicted by higher-level methods, consistent with
the fact that higher-level methods predict a less exothermic

Table 3. Energy (∆E) and Enthalpy (∆H) at 298 K of
Reaction (R) and Activation (*) for Rabs2 Using Different
Levels of Calculation (in kcal mol-1)

∆ER ∆HR ∆E* ∆H*

Level 0 -7.7 -8.0 4.2 2.6
Level 1 -5.2 -5.5 6.3 4.7
Level 2 -7.3 -7.6 9.0 7.4
Level 3 -6.7 -7.0 8.5 6.8
Level 4 -6.9 -7.2 9.3 7.7
Level 5 -5.3 -5.6 7.5 5.9

Table 4. Bond Dissociation Energies at 298 K and
Enthalpy of the Rabbs2 Reaction Calculated Using
Different Computational Levels (in kcal mol-1)

R-tocopherol H2O2 ∆HR

Level 0 70.0 78.0 -8.0
Level 2 73.3 80.9 -7.6
Level 3 72.7 79.7 -7.0
Level 4 73.0 80.2 -7.2
Exp. 77.3 ( 1.0a 88.2 ( 1.0b -10.9 ( 2.0
a Reference 36. b Reference 41.
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reaction. The modest Level 0 presents the best agreement
with experiment, which is consistent with the behavior of
this level in reproducing the experimental enthalpy of
reaction at 298 K. However, the rate constant at 298 K is
still lower than experiment, which leads us to think that the
Level 0 barrier height is still slightly overestimated. However,
since the system studied is different from the experimentally
studied systems, it is not possible to know to which extent
the Level 0 results are erroneous. In fact, changing the solvent
leads to a decrease of the rate constant (2.0× 10-5 M-1 s-1

in water,43 for example). Therefore, we shall accept the Level
0 results as our best prediction for the gas-phase reaction
betweenR-tocopherol and the hydroperoxy radical without
further corrections to the theoretical method.

It is interesting to note that, although increasing the
calculation level reduces the rate constant for Rabs2, no
method predicts the Radd2 reaction to be competitive with
Rabs2. Thus, as an example, the Level 1///Level 0 dual-level
rate constants for Radd2 are 7 orders of magnitude lower
than the Rabs2 rate constants calculated using the same level.
Therefore, our conclusions hold no matter which level of
calculation we use.

In brief, our best predictions for the overall rate constants
are those given in Table 3 for the Rabs2 reaction, since Level
0 provides the best agreement with the available experimental
measurements of the exothermicity and rate constants. These
rate constants are shown in an Arrhenius plot in Figure 3.
The curvature of the Arrhenius plot is an indication of the
importance of tunneling. In fact at 298 K, about 80% of the

reaction takes place by tunneling, rather than by classical
over-the-barrier processes. A three-term Arrhenius fit to these
data gave the expression

for the rate constant in M-1 s-1 in the interval 250-600 K.
The activation energy can be obtained from the total rate
constants through the usual definition

with R being the gas constant, which is equivalent to
determining the slope of the Arrhenius plot. At 298 K, our
best estimate is 1.8 kcal/mol, very similar to our best estimate
of 2.1 kcal/mol for the CoQ+OOH reaction.17

Intermediate Complexes. When following the Rabs2
reaction path at Level 0 starting from the saddle point and
going downhill to reactants and products, we found that the
reaction does not proceed directly but through the formation
of two complexes. The first, that we will denote thereactant
well, is a complex where the hydrogen bonded to the phenolic
oxygen is weakly bonded to the oxygen in the hydroperoxy
radical and is located on the reactant side of the reaction
path (before the saddle point). The second, that will be
denoted theproduct well, appears on the product side of the
reaction path and shows that the hydrogen of the H2O2

product is bonded to the oxygen of theR-tocopheryl radical.
The two wells are depicted in Figure 4. The energies and
enthalpies of the reactant and product wells (measured with
respect to reactants and products, respectively) are listed in
Table 6.

Table 5. Dual-Level Rate Constants at 298 K for the
Rabs2 Reaction (in M-1 s-1)

kCVT/SCT

Level 0 1.5(+05)a

Level 1///Level 0 2.6(+03)
Level 2///Level 0 4.1(+02)
Level 3///Level 0 1.7(+02)
Level 4///Level 0 6.9(+01)
Level 5///Level 0 6.3(+02)
Exp. 2.6(+06)b

2.0(+05)c

a 1.5(+05) stands for 1.5 × 10+05. b Reference 42, in cyclopentane
solvent. c Reference 43, in water solvent.

Figure 3. Arrhenius plot of the rate constant for the R-to-
copherol + ‚OOH f R-tocopheryl+ H2O2 reaction at Level 0.

Figure 4. Geometry of the reactant well and product well for
the R-TOH + ‚OOH reaction and the product well for the
R-TOH + OH reaction (distances in Å).

k(T) ) 4.5× 10- 2T2.75 exp(213/T)

Ea(T) ) R
d(lnk)

d({1}/{T})
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We have to note that the reactant complex is weakly
bound, and its stability decreases as we increase the
calculation level. This can be taken as an indication of the
artificial stability afforded by the larger basis set superposi-
tion error of Level 0. Thus, the complex disappears when
we include the thermal effects in using Level 1 energies,
and its enthalpy stability is reduced to 1.3 kcal/mol with
respect to reactants when we use Level 2 energies. Therefore,
we can expect this well to have little influence on the
mechanism of the reaction. However, the product complex
is significantly more stable than the products. Even if we
assume that Level 0 overestimates its stability due to the
basis set superposition error, the complex is at least about 5
kcal/mol more stable than the products. Therefore, it might
have some effect on the mechanism of the reaction.

In fact, the high stability of the product well can suggests
that, after the reaction takes place, the H2O2 product remains
bonded to theR-tocopheryl radical for a certain length of
time. This is a positive effect for the cell. The partial
protection provided by the H2O2 product to the most reactive
center of theR-tocopheryl radical avoids or at least reduces
its further attack on lipids in the membrane where it is
anchored. In sum, this effect decreases the pro-oxidant action
of the newly formedR-tocopheryl radical.

To check the stability of this complex, we also calculated
the energy of a similar complex between water and the
R-tocopheryl radical (Figure 4). Using Level 0 energies, this
water-R-tocopheryl complex is 10.1 kcal/mol more stable
than water andR-tocopheryl at infinite separation, and about
1.6 kcal/mol less stable than the complex between H2O2 and
R-tocopheryl. Therefore, the H2O2 complex will have a
longer life, hindering further reactions of the resulting radical
better than cytosolic water. Thus, the presence of this
complex could have a beneficial effect in avoiding the
undesired pro-oxidant effect ofR-tocopherol.

4. Concluding Remarks
There has been considerable experimental effort directed at
understanding the role of antioxidants in biological processes
and cell survival, in contrast with the paucity of theoretical
studies. As a continuation of our previous studies on CoQ,
we here studied the kinetics and dynamics of this antioxidant
process using as a prototype reaction that ofR-tocopherol
with the hydroperoxy radical in the gas phase.

The hydroperoxy radical can attackR-tocopherol by two
different pathways. We found that the most favorable
mechanism is the hydrogen abstraction reaction from the
phenolic hydrogen. This mechanism is favored by a lower
transition state as a consequence of the fact that aromaticity

is conserved along the reaction path, as well as by a higher
entropy of the transition state and a large probability of
tunneling below the classical barrier. We found that this
hydrogen abstraction reaction onR-tocopherol is responsible
for the overall rate constant, 1.5× 105 M-1 s-1, with nearly
80% of the reactivity at 298 K being given by quantum-
mechanical tunneling.

These results forR-TOH agree with the behavior observed
for CoQ, where the rate constant at 298 K is 5.3× 105 M-1

s-1, and the tunneling contribution is about 50%. This
similarity of the rate constants indicates that the two natural
radical-trapping antioxidants provide similar antioxidant
protection to the cell.

The most favorable abstraction reaction proceeds through
two intermediates, one in the reactant channel with little or
no influence on the dynamics of the reaction and another in
the product channel. The high stabilization of the latter
complex, formed by the H2O2 product bonded to the resulting
R-tocopheryl radical, could hinder further reactions of the
radical that can cause the observed pro-oxidant effects of
R-tocopherol.
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